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Abstract—Cerebral aneurysm is a cerebrovascular disorder
caused by a weakness in the wall of an artery or vein, which
causes a localized dilation or ballooning of the blood vessel. It is
life-threatening; hence, an early and accurate diagnosis would be
a great aid to medical professionals in making the correct choice of
treatment. HemeLB is a massively parallel Lattice-Boltzmann sim-
ulation software, which is designed to provide the radiologist with
estimates of flow rates, pressures, and shear stresses throughout the
relevant vascular structures, intended to eventually permit greater
precision in the choice of therapeutic intervention. However, in
order to allow surgeries and doctors to view and visualize the results
in real-time at medical environments, a cost-efficient, practical
platform is needed. In this article, we have developed and evaluated
a version of HemeLB on various heterogeneous system-on-chip
platforms, allowing users to run HemeLB on a low-cost embedded
platform and to visualize the simulation results in real-time. A
comprehensive evaluation of implementation on the Zynq SoC
and Jetson TX1 embedded graphic processing unit platforms are
reported. The achieved results show that the proposed Jetson TX1
implementation outperforms the Zynq implementation by a factor
of 19 in terms of site updates per second.

Index Terms—Cerebral aneurysm, graphical progressing units
(GPU), HemeLB, Lattice Boltzmann (LB), visualization, Zynq.

I. INTRODUCTION

M EDICINE and Physiology are being revolutionized
through innovations made possible via the growth and

application of information technology. The new technology
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Fig. 1. Cerebral aneurysms [6].

allows the development of increasingly detailed computational
models of the biological processes that sustain life, using data
from both animals and humans. These models, in conjunction
with the relevant experimental data, are helping researchers to
gain insights into the physiology and pathology of a multitude
of different biological systems, in many cases beyond what is
possible through purely observational methods [1], [2].

Cerebrovascular disorders, such as the rupture of cerebral
aneurysms during subarachnoid haemorrhages in Fig. 1, rep-
resent one of the most prevalent and devastating diseases of
adults worldwide. There are noticeable ethnic and geographical
differences in its incidence, prevalence, and outcomes. Although
the incidence of such disorders tends to decrease in some devel-
oped countries, such as the U.K., where the total burden has been
£0.5 billion annually [3], it is increasing in other countries and is
assuming epidemic proportions in developing countries [4], [5].

Effective surgical treatments of intracranial aneurysms
(ICAs) often make use of endovascular approaches, which
are sometimes more effective and maintain low operative risk
with short lengths of stay in hospital. These approaches are
focused on using intra-aneurysmal coils and may fail in some
cases due to incomplete occlusion of the defect. One solution
is to use coils in combination with stents that reorganize the
flow of blood into and around the aneurysm. A key factor in
the successful deployment of such approach is the skill of the
interventional radiologist in identifying the vascular geometry
and estimating the consequent fluid flows from inspection of
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two-dimensional (2-D) and/or three-dimensional (3-D) images,
in order to propose the best treatment for the patient. Currently,
there are few methods to measure these flows and related
pressures intraoperatively and the treatment is often based on
the experience and intuition of the radiologist.

Computational haemodynamics techniques are widely used to
estimate local fluid flow. The computational approach must not
only model the native flows in the ICA but also the perturbations
introduced by insertion of flow-diverting stents, as well as the
effect on the pattern of clotting within coil-filled aneurysms.
Most usefully, simulation input data should be specific to the
patient in question, thus, taking into account the variability
of vascular geometries, vessel wall mechanics, and flow-phase
specific pulsatile changes in pressures and shear stresses across
patients [7], or differences in physiological states for a given
patient (such as heart rate or blood pressure) [8].

The use of a fluid mechanics model requires considerable
computing resources for the simulation of what can often be
large and complex systems, and the simulation software must
efficiently deal with the (highly) sparse geometries that are
common to vascular networks. Convention techniques for solv-
ing fluid flow are commonly based on finite element methods
(FEM). Due to the irregularity in vascular morphology, this often
implies a nontrivial task of generating meshes from complex vas-
cular networks, and prescribing additional boundary conditions
(BC) for resolving fluid–structure interaction.

To this end, we adopted a Lattice-Boltzmann (LB) solver for
simulating haemodynamics and fluid–vessel interaction. Previ-
ous studies showed a comparable accuracy between LB and
FEM [9], [10]. In this article, we used HemeLB, a massively
parallel LB solver optimized for sparse and complex systems
on large supercomputing resources [8], [11], [12]. It has been
designed with the ultimate intention of allowing doctors to
investigate cerebral blood flow behavior in the human body and
demonstrated its potential in hospital environment [13], [14].
Additionally, HemeLB was designed to meet the requirements of
both conventional scientific research software and professional
software engineering techniques in an open-source way, which
allows us to optimize its architecture and retarget to other
hardware-accelerated platforms and evaluate the performance
accordingly [15].

HemeLB has been successfully deployed on open academic
high-performance computing (HPC) platforms such as HEC-
ToR, ARCHER, SuperMUC, and Blue Waters [8], [12], [13],
among others. In order to allow such hemodynamic simulations
to be run as part of a routine clinical practice, the workload will
need to be deployed on a dedicated computational infrastructure.
This is necessary to reduce the dependence of the final compu-
tational workflow on a distributed environment not fully under
the control of the clinician.

A number of novel architectures: multicore, general purpose
graphical progressing units (GPGPUs), and field programmable
gate arrays have been developed recently, which have demon-
strated great potential for accelerating computationally intensive
tasks such as those found in machine learning and artificial
intelligence applications [16], [17]. In this article, a solution for
designing and implementing HemeLB on cost efficient embed-
ded platforms such as to allow visualization of the simulation

Fig. 2. Lattice node of D3Q19 model [18].

results in real-time and the execution of the code in the local
environment of a hospital is presented, which is likely necessary
for reasons of patient data protection. We first report the evalua-
tion results of our HemeLB simulation software implementation
on a cost- and energy-efficient multiprocessor system-on-chip
(MPSoC) based Zynq SoC platform. We then present the results
for the adaptation of the original HemeLB simulation software
to a GPU implementation, which uses a Jetson TX1 embedded
GPU platform. Additionally, a range of comprehensive tests
using real patient input data have been carried out with this
implementation, and the corresponding performance is reported.
The results show that this platform could be the solution to the
problem of in-hospital execution and real-time visualization, of-
fering substantial processing performance on a number of local
platforms.

The remaining sections of this article are organized as fol-
lows. In Section II, HemeLB model is described. Section III
presents the implementations of HemeLB. Experimental results
and performance analysis are reported in Section IV followed
by the conclusions in Section V.

II. HEMELB MODEL

HemeLB uses the LB method to simulate the (continuum)
fluid flow, modeled by a grid of particle density distribution
functions representing ensembles of particles performing local
propagation and collision processes over a discrete lattice mesh
[11]. In the following system, we use a 3-D lattice with 19
discrete speeds, called the D3Q19 lattice shown in Fig. 2.

Fig. 2 illustrates one fluid site and the finite number of discrete
lattice vectors ei, via which fluid may travel to neighboring fluid
sites in a D3Q19 model. The distribution function is assumed,
in the simplest LB implementation, to evolve toward its local
equilibrium value according to a single relaxation parameter τ
as

Ω ≈ f (eq) − f

τ
(1)

where f is the distribution function of the particles, and Ω is the
Bhatnagar–Gross–Krook (BGK) collision operator. The lattice
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Algorithm 1: Collision and Streaming Phases.
Input: fold is source buffers of particle distribution function.
Output: fnew is destination buffers of particle distribution function
1: procedure COLLISIONANDSTREAM(Nx, Ny , Nz , d) � Nx, Ny and Nz are the dimensions of grid; d is the number of

vectors.
2: N ← NxNyNz � The number of fluid nodes.
3: i← 0
4: while i < N do
5: feq

i ← wi

(
p+ ei·u

c2s
+ (ei·u)2

2c4s
− u·u

2c2s

)
� Calculate local equilibrium dist. func. feq

i

6: for all 19 directions do
7: if site is inside the geometry then � Streaming Operator
8: fnew(same_direction)← fold
9: else

10: fnew(opposite_direction)← fold
11: end if
12: end for
13: i← i+ 1
14: end while
15: end procedure

BGK equation is then formulated as

fi(x+ eiΔx, t+Δt)− fi(x, t) = −f(x, t)− f (eq)(x, t)

τ
.

(2)
In (2), the local equilibrium distribution function f eq

i is given as

f eq
i = wi

(
p+

ei · u
c2s

+
(ei · u)2

2c4s
− u · u

2c2s

)
(3)

where τ is the relaxation time toward equilibrium for collisions,
which is calculated separately from streaming. wi is a weight
coefficient, cs is the speed of sound, ei is the particle’s velocity in
the direction i, and the hydrodynamic density p and macroscopic
velocity u are determined by the distribution functions based on

p =
18∑
i=0

fi =
18∑
i=0

f
(eq)
i (4)

u =

18∑
i=0

eifi =

18∑
i=0

eif
(eq)
i . (5)

The distribution functions are propagated along the lattice ve-
locity ei to the adjacent sites. More specifically, the equilibrium
distribution function f eq

i moves from the site at position (x, y, z)
to the site at position (x, y, z) + ei. The microscopic velocity in
lattice nodes is given as

−→ei =
⎧
⎨
⎩

(0, 0, 0) i = 0
(±1, 0, 0), (0,±1, 0), (0, 0,±1) i = 1, 2, 3, 4, 5, 6

(±1,±1, 0), (±1, 0,±1), (0,±1,±1) i = 7, 8, 9, ..., 18.
(6)

The streaming calculation updates the particle distributions
according to the 19 directions velocity fi. Consequently, the
density and velocity are calculated using (4) and (5) from fi.
In addition, the equilibrium distribution and the distribution
function in the collision step are also calculated. Finally, the
streaming and collision steps are repeated.

HemeLB is implemented with various BC, for example, ve-
locity inlet BC: Ladd iolets [19], Bouzidi–Firdaouss–Lallemand
(BFL): interpolated wall collision BC [20], and pressure iolets:
mixed Dirichlet–Neumann BC [21].

A. Computational Core of LB

A two-level data structure is used to represent a domain with
a single resolution when doing early load decomposition, which
includes a coarser and finer grid layers. The main benefits of
this approach are that no data exchange takes place between the
coarser grid and finer one, and the structure saves memory with
respect to the full matrix representation. The LB algorithm has
two main computation procedures: 1) collision phase; and 2)
streaming phase, where the collision phase is used to compute
the local velocity parameters in n directions (i.e., n = 19), and
the streaming phase is used to update the velocities with the
adjacent sites. Compared with the streaming phase, the collision
phase contains the main arithmetic computations of the LB
approach. This depends on the configuration of the model: for
example, if the D3Q19 model is used, each site contains a N3

cubic lattice with the 3-D data stored in 1-D arrays, and a lattice
grid of integers is_solid[N ×N ×N ] keeps the updates of the
presence of the BC for each velocity direction i.

The procedure to handle the collision and streaming phases is
illustrated in Algorithm 1. The run-time complexity of collision
and streaming operation is O(QN), where Q is the number of
neighboring fluid sites of a given node, and N is the number
of fluid site. Additionally, since there is no data dependence
amongst the fluid nodes in this operation, the parallelization of
the routine is relatively trivial.

B. Parallelization Strategy in HemeLB

HemeLB simulation software uses domain decomposition as
the parallelization strategy to ensure that it has fast and high
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quality of computational simulations. One of the main improve-
ments made in HemeLB is to use two-level data representation,
where the graph growing partitioning method is only applied to
the coarser grid of the two-level data hierarchy [12]. By applying
this, the memory overhead has been significantly reduced, and all
the fluid lattice sites of a block are assigned to one of the proces-
sors, which would reduce the communication overhead for each
fluid lattice site of a block. In addition to this, HemeLB also tries
to achieve a good computational and communication balance
in the distributed computing tasks, which ensures that all the
parallel tasks are distributed accordingly on different processing
cores. HemeLB has also been optimized to reduce inter-rank
communication needed wherever possible, which significantly
reduces the amount of intramachine communication in cross-
site runs in grid deployments at each time step. In HemeLB,
only the distribution function values are communicated, and
each processor calculates its interface-dependent identifiers after
domain decomposition is achieved. In addition, the two-level
representations are represented by 1-D arrays, which further
reduces the computational cost of accessing an element of an
array, and the extra connectivity buffers help the on-processor
propagation of particles between fluid lattice sites.

The output data from HemeLB are the effective pressure,
velocity, and von Mises stress flow values for all (requested)
fluid sites in single precision. In comparison to storing all the
distribution functions for every lattice site, this approach requires
six times lower memory consumption. In addition, HemeLB
can be configured with a number of check points, which offers
flexibility to store the intermediate simulation results to portable
binary format files.

In summary, HemeLB reduces redundant operations, in-
creases pattern regularity, simplifies the computational core,
and optimizes intramachine communications. It also offers a
topology-aware two-level domain decomposition to provide a
high-quality domain decomposition, ensuring a good workload
distribution, which is necessary for the parallel scalability of a
LB simulation.

III. IMPLEMENTATIONS OF HEMELB

MPSoCs are widely deployed in HPC and application-specific
embedded systems such as gaming and aerospace for real-time
response. Moreover, they offer energy efficiency and perfor-
mance advantages over uniprocessor architectures [22]–[24].
Thus, MPSoCs are becoming the computing engines of choice
in embedded systems for real-time applications. A dramatic
increase in their use is expected in the coming years and there
will likely be hundreds of processors on a single chip [23]. In the
following section, two novel implementations of HemeLB on the
Zynq-7000 and Jetson TX1 development boards are discussed.

A. Architecture of Zynq Implementation

The Zynq-7000 SoC was introduced to combine the software
programmability of an ARM-based dual-core processor with
the hardware programmability of an FPGA, which has a good
potential to achieve a high performance-per-watt as well as the
scalability to meet different application requirements [25]. In

Fig. 3. Zynq Architecture.

this article, we use a Digilent Arty Z7-20 Zynq-7000 develop-
ment board, equipped with a Zynq-7000 all programmable SoC,
with 512 MB DDR3 memory and a 16 GB SD card. In addition,
there is a 650 MHz dual-core Cortex-A9 processor together with
programmable logic (PL) equivalent to Artix-7 FPGA [26]. The
Arty Z7-20 has HDMI in/out ports, and audio out as well as a
number of GPIO ports, directly connected to PL. In addition,
there are various interfaces between processing system (PS) and
PL for connecting different IP cores [27].

In this article, we adopt the Pynq framework to support our
implementation, in which the PL are presented as hardware
libraries that are used to support essential I/O and memory access
[28]. An Ubuntu 16.04 Linux operating system is deployed on
the PS, which is used to support the essential software building
package for HemeLB implementation. The PS/PL interfaces of
the proposed implementation are shown in Fig. 3, where PL and
PS are interfaced by various AXI (advanced extensible interface)
high performance (HP) and general purpose (GP) ports [16].

On the PS side, the ARM A9 processors load the PYNQ-Z1
v2.1 image from the SD card[28], which runs a 32-b Ubuntu
16.04 Linux operating system. This image provides high-level
software implementation productivity for Zynq, which makes it
easier to exploit the features of the HemeLB system.

B. Architecture of Jetson Tx1 Implementation

Jetson TX1 module is NVIDIA’s latest processor system-
on-module for embedded applications, which has a low-cost
Tegra X1 chip. Similar to the Zynq system, the Tegra X1
CPU subsystem consists of four ARM Cortex-A57 cores [29].
Additionally, the Tegra X1 also has 256 GPU cores based on
the NVIDIA’s Maxwell architecture. In this article, NVIDIA’s
CUDA technology has been used to program the GPU to handle
3-D graphics. Fig. 4 shows the architecture of the Nvidia Tegra
X1 processor.

In this article, the Jetson Developer Kit is used to evaluate
the performance of HemeLB implementation on the Tegra X1
processor, where JetPack 3.3 for Jetson TX1 has been installed
on the kit that runs a 64-b Ubuntu 16.04 Linux operating system.
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Fig. 4. Architecture of Nvidia Tegra X1.

TABLE I
HEMELB BOUNDARY SETTINGS

TABLE II
HEMELB SIMULATION, GEOMETRY, AND INLETS/OUTLETS SETTINGS

C. HemeLB Configurations

HemeLB package used in this article can be obtained from
Github website [30]. In addition to this, an openmpi package is
needed to support the compilation of HemeLB package. Once
the entire package is built, we need to set a number of BC, which
are listed in Table I.

In addition to the boundary settings specified by the above-
mentioned compilation flags, a list of settings on simulation,
geometry and inlets outlets are listed in Table II.

D. Cerebral Aneurysm Geometries

As cerebral aneurysms are a very patient specific study, clin-
icians from Hamad medical corporation (HMC) have carefully
chosen images of three subjects of 3-D rotational angiography,
which have been obtained from AXIOM-Artis in HMC. On
average, each dataset consisted of 400 slices acquired along the
long axes of the subjects. The data include 1 pixel per sample,
average slice thickness of 0.3 mm, bit depth of 16, pixel spacing
of 0.3 mm × 0.3 mm, and matrix size 512 × 512. Fig. 5 shows
the three STereoLithograph (STL) files used in the experiments.

For all the STLs, the following velocity of blood flow applied
in the inlet and used inflow conditions measured in the basilar
artery of a patient, the time and velocity is presented in Fig. 6.

E. Real-Time Visualization

In order to facilitate real-time interaction and simulation steer-
ing, the visualization of HemeLB is performed in-situ directly
on dedicated GPUs with compute unified device architecture
(CUDA) capability. The communication between the visual-
ization client and the LB compute nodes was executed using
the existing message passing implementation in HemeLB. The
architecture of the proposed visualization framework is shown
in Fig. 7, and the pseudocode for the CUDA ray casting kernel
function is shown in Algorithm 2.

In Fig. 7, the compute nodes mainly handle the computations
in HemeLB, and the lattice properties are calculated and cached
in each node, then transferred to the master node. This node
is also responsible for managing view steering and scheduling
lattice data transfer from the compute nodes. The incoming
lattice data are shared with CUDA-enabled GPU nodes, and
the rendering are performed simultaneously.

In the current prototype, we use the direct volume rendering
method for visualizing the lattice property fields of the lattice.
It is worth noting that the number of voxels used for visual-
ization does not necessarily match the size of the LB lattice.
In common usage for real-time monitoring, the visualization
volume can be 50% or 25% of the simulation resolution. This
brought in an additional benefit of reducing the data transfer
payload when requesting lattice data from the LB compute
nodes.

The internal architecture of the visualization client is a three-
tier system, as depicted in Fig. 8. The frontend is an OpenGL
application. The middle tier is the host layer where application
data including cached lattice properties and steering parameters
are stored. The top tier is the rendering layer, which stores all
the voxels for direct volume rendering. The CUDA cores in the
top tier execute the volume rendering kernel based on the ray
marching algorithm [31].

A number of memory transfers in this architecture are time-
critical for real-time visualization. These include the passing
of lattice properties (e.g., velocity, density, and pressure) to
the visualization volume and a number of steering simulation.
We deployed two-level memory access optimization that can
increase throughput between the host and the GPU. First, the
visualization volume was stored in a 3-D texture unit, which
allowed the fast sampling of voxel values by the rendering
kernel. It also allowed us to exploit the automatic trilinear
interpolation when handling with the spatial resolution disparity
between visualization and simulation.

Second, we used the GPU constant memory buffers for stor-
ing the viewing parameters and the lookup table for transfer
function. This enabled direct memory access to be performed,
thus, eliminating the need for additional bandwidth for memory
copies. Furthermore, from a GPU thread’s perspective, the effi-
ciency of accessing constant memory is comparable to reading
from its register.

The current implementation of the visualization client was
tested on the NVIDIA Jetson TX1 development kit. Fig. 9
shows the pressure visualization results of the s10, s11, and s19
datasets.
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Fig. 5. Surface meshes used in our experiments. (a) Subject 10. (b) Subject 11. (c) Subject 19.

Algorithm 2: Pseudo Code for the CUDA Ray Casting Kernel Function.
Input: V olumeData, TransferFunction, ImageWidth, ImageHeight
Output: OutputColour
1: procedure VOLUMERENDERKERNEL(x, y, S, δs, ρ,M) � x, y are pixel position; S is ray marching step; δs is ray step

size; ρ is voxel density; M is the view matrix
2: OutputColour ← 0
3: u← x/ImageWidth ∗ 2− 1 � (u, v) are normalised screen coordinates
4: v ← y/ImageHeight ∗ 2− 1
5: o← (0, 0, 0) � Ray origin in canonical view space
6: d← (u, v,−2)
7: d′ ←M−1d � M is the view matrix
8: Ray ← (o,d′) � Ray defined in view space
9: t← INTERSECTVOLUME(V olumeData,Ray)

10: if 0 ≤ t < MAX then � Ray interests with the nearest voxel in Volume
11: p← o+ d′t � Position of the nearest voxel
12: δd← d′δs � Ray cast step vector
13: s← 0
14: while s < S do � March along the ray for S steps
15: V alue← SAMPLEVOLUME(p) � Sample the value at (p)
16: Colour ← TRANSFERFUNCTION(V alue) � Transfer V alue to RGBA
17: Colour ← Colour · ρ � Translucency is determined by ρ
18: OutputColour ← ALPHABLEND(OutputColour, Colour) � Integrate voxel colours
19: p← p+ δd � March along the ray by δd
20: s← s+ 1
21: end while
22: end if
23: end procedure

The current steerable parameters for visualization include
model rotation, zooming, and adjusting the scaling and offset
of the transfer functions.

IV. PERFORMANCE ANALYSIS

HemeLB has been benchmarked using simulation domains
based on three distinct geometries from Fig. 5. An overview of
the simulation domain used in the experiments is presented in
Table III.

In Table III, the simulation were performed using a
19-directional LB kernel (D3Q19), the Lattice BKG model

[32] with simple bounce-back boundary condition and a fixed
physical viscosity of 0.004 Pa.s. In addition, the inlet velocities
used in the simulations are from Fig. 6. Number of lattice sites
for each simulation subjects are listed in Table III. In the Zynq
platform simulation, the timing data are illustrated in Table IV,
achieving a maximum performance of 215 751 site updates per
second (SUPS) with 2 cores.

As it can be seen from Table IV, the timing performances
for different subject samples are similar; however, for the large
geometry subject, the SUPS is slightly higher than the small
geometry subject. This means that the SUPS per core is largely
independent of other factors.
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Fig. 6. Peak blood velocity profile used as input to HemeLB.

Fig. 7. Architecture of the proposed visualization framework.

Fig. 8. Internal architecture of visualization client.

We present timing profiles for each subject using Zynq SoC
in Fig. 10. As it can been seen from the comparisons in Fig. 10,
the ratios from each time profile are similar, this is because
the complexity of Algorithm 1 is linear, and the computational
resources were constant; therefore, by increasing the lattice sites
of the simulation, the proportions of each time profile were the
same. The timing consumed for LB computation is slightly less
than MPI communication, and both processes consume 97% of
the overall processing time in the simulations.

TABLE III
OVERVIEW OF THE SIMULATION DOMAINS

TABLE IV
TIMING DATA FOR SIMULATION ON ZYNQ PLATFORM

TABLE V
TIMING DATA FOR SIMULATION ON JETSON TX1 PLATFORM

Similar experiments have been conducted on the Jetson TX1
platform for performance evaluations. The timing data are il-
lustrated in Table V, achieving a maximum performance of
4 154 802 SUPS with 4 cores. In comparison with the SUPS
of the Zynq platform, the results from the Jetson TX1 are signif-
icantly improved, which is to say, about 19 times better than the
Zynq implementation. This is mostly due to the capacities of the
processors and memory on Jetson TX1 and PYNQ-Z1 boards,
as the former uses a quad-core ARM Cortex-A57 processor at
2 GHz with 4 GB available memory compared to a Dual-core
ARM Cortex A9 processor at 650 MHz with only 512 MB
available memory. However, in terms of the SUPS results for
different subjects, the Jetson TX1 platform has shown very
similar performance compared to the Zynq platform, as the
subjects with larger number of lattice sites achieved slightly
higher SUPS compared to other subjects.

We also present timing profiles for each subject using Jetson
TX1 in Fig. 11. As can been seen from the results in Fig. 11, the
ratios from each time profile are similar, the timing consumed for
LB computation is much higher than message passing interface
(MPI) communication, this is different to the Zynq platform,
which means that HemeLB works better on the Jetson TX1
platform. Overall, both LB and MPI communication processes
consume 96% of the overall processing time in the simulations,
which is close to the results from Zynq platform.

A list of memory throughput for each subject are reported in
Fig. 12. In Fig. 12(a), we have compared the memory throughput
of CUDA Host-to-Device (HtoD) for S10, S11, and S19, the
peak throughput 176.06 MB/s is achieved in S19, and with an
average throughput of 108.35 MB/s. The CUDA Memset (i.e.,
Fill block of memory in CUDA) for each subject are compared
in Fig. 12(b), the throughput achieved in each subject are similar,
where the peak throughput is 2.0 × 104 GB/s, and the average
throughput is 1.477 × 104 GB/s, Fig. 12(c) shows the memory
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Fig. 9. Visualization results from the visualization client. The pressures at each lattice site was shown using an interactively adjustable transfer function.
(a) Subject 10: Pressure. (b) Subject 11: Pressure. (c) Subject 19: Pressure. (d) Subject 10: Velocity. (e) Subject 11: Velocity. (f) Subject 19: Velocity.

Fig. 10. Timing profile of each subject using Zynq SoC. (a) Subject 10. (b) Subject 11. (c) Subject 19.

Fig. 11. Timing profile of each subject using Jetson Tx1. (a) Subject 10. (b) Subject 11. (c) Subject 19
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Fig. 12. Memory throughput for each subject using Jetson Tx1. (a) CUDA HtoD. (b) CUDA Memset. (c) CUDA HtoA.

throughput of CUDA Host-to-Array, the peak throughput is
2.22 GB/s, and average throughput is 1.99 GB/s.

V. CONCLUSION

In this article, we presented the design and implementation
of the HemeLB simulation software on low-cost MPSoC em-
bedded platforms. The proposed solutions allow the HemeLB
simulation software to be implemented in a local environment
rather than a distributed environment, which is not fully under
the clinicians control. A set of comprehensive tests using real
patients data have been carried out on the implementations,
and the corresponding evaluation of the performance of the
implementation has been also reported. In addition, real-time
visualization of the simulation results are also reported in this
article. According to the evaluation results, Jetson-TX1-based
SoC is more suitable for implementing HemeLB system than
Zynq-based SoC, one of the reason is because the CUDA
cores and multicore processor in Jetson TX1 offers better
hardware infrastructure for accelerating real-time visualization
applications.

In future, we will develop a user friendly graphic user interface
to allow hospital users to manipulate the operations of the
framework and steer the visualization, and to use the current
system as a test platform in hospital environments.
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