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On minimum cycle bases of the wreath product of
wheels with stars

M.M.M. Jaradat and M.K. Al-Qeyyam

Abstract—The length of a cycle basis of a graph is the sum of
the lengths of its elements. A minimum cycle basis is a cycle basis
with minimum length. In this work, a construction of a minimum
cycle basis for the wreath product of wheels with stars is presented.
Moreover, the length of minimum cycle basis and the length of its
longest cycle are calculated.

Keywords—cycle space, minimum cycle basis, wreath product.

|. INTRODUCTION

For a given graph G, we denote the vertex set of G by

V(G) and the edge set by E(G). The set £ of all subsets
of E(G) forms an |E(G)|-dimensional vector space over Z,
with vector addition X ® Y = (X\Y) U (Y\X) and scalar
multiplication 1- X = X and 0- X = @ for all XY € €£.
The cycle space, C(G), of a graph G is the vector subspace of
(€,,-) spanned by the cycles of GG. Note that the non-zero
elements of C(G) are cycles and edge disjoint union of cycles.
It is known that for a connected graph G the dimension of the
cycle space is the cyclomatic number or the first Betti number,
dim C(G) = |E(G)| — |V(G)| + 1 (see [4]).

A basis B for C(G) is called a cycle basis of G. The length,
|C|, of the element C' of the cycle space C(G) is the number
of its edges. The length, I(B), of a cycles basis B is the sum
of the lengths of its elements: I(B) = >z |C|. A minimum
cycle basis (MCB) is a cycle basis with minimum length. The
length of the longest element in an MCB is denoted by \(G).
Since the cycle space is a matroid in which an element C' has
weight |C|, the greedy algorithm can be used to extract an
MCB (see [9]). The following results will be used frequently
in the sequel (see [6]).

Lemma 2.2. (Jaradat, et al.) Let A, B be sets of cycles of
a graph G, and suppose that both A and B are linearly
independent, and that £(A) N E(B) induces a forest in G (we
allow the possibility that £(A) N E(B) = &). Then AU B is
linearly independent.

In the present article we continue what we initiate in [1],
[4], and [7] by studying the problem of constructing an
MCB for the wreath product of wheels and stars, where an
MCB of graphs find applications in sciences and engineering:
for examples, biochemistry, structural engineering, surface
reconstruction and public transportations (See [2], [3] and [8]).

Let G = (V(G),E(G)) and H = (V(H),E(H)) be two
graphs. (1) The Cartesian product GOOH has the vertex set
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V(GOH) = V(G) x V(H) and the edge set E(GOH) =
{(u1,v1)(ug,v2)|urue € E(G)and vy = vy, OF vivy €
E(H) and u; = us}. (2) The Lexicographic product G1[Gs]
is the graph with vertex set V(G[H]) = V(G)x V(H) and the
edge set E(G[H]) = {(ul,UQ)(Ul,U2)|U1 = U and UV €
E(H) or uyv; € E(G)}. (3) The wreath product GpH
has the vertex set V(GpH) = V(G) x V(H) and the
edge set E(GpH) = {(u1,v1)(ug,v2)|u; = us and vive €
H, or uyus € G and there is o €Aut(H) such that a(vy) =
UQ}.

In the rest of this paper, we let {ui,uso,...,u,} be the
vertex set of the wheel W, (the star S,,), with dy,, (u1) = n—1
and {vy,va,...,v,} be the vertex set S, with dg, (vi) =
m — 1. Moreover, N,,_; stands for the null graph with vertex
set {va,vs,...,vn}. Wherever they appear a,b,c,d and !
stand for vertices and E(B) = Ucep E(C) where B C C(G).

Il. THE MINIMUM CYCLE BASIS OF W,,pS),.

In this section, we present a minimum cycle basis of
W,.pSy,. To proceed in our work we set the following sets
of cycles:

Rip = R = (L v1)(a,05) (0,0,) (0 vj41)|
2 < J <m-— 1}7

Miay = {ME) = (L vga1)(@,05) (b, v50) (1 v541) |
2<j<m-—1}.

Also, for j =1,2,...,m we set the following cycle

U = (1,v;)(a,v7) (b, v,) (1, v)).

Let ,
Upa, = U7l

Lemma 2.1. S;up= U105UR 10 URbai UR et UM i UMb, 1S
a linearly independent set.

Proof. Since each of Uiabs Riab, Miab, Miba, Roal, and R,
consists of edge disjoint cycles, as a result each of which is
linearly independent. Now, any linear combination of cycles
of R;qp Contains an edge of the form (I, v;+1)(a,v;) for some
2 < ¢ < m — 1 which occurs in no cycle of U,,. Thus
Uiap URqp is linearly independent. Any linear combination of
cycles of M., contains an edge of the form (b, v;11)(a,v;)
for some 2 < i < m — 1 which does not occur in any
cycle of Ujap U Riqp. Hence Uy U Rigp U Mgy i linearly
independent. Similarly, since any linear combination of cycles
of M, contains an edge of the form (a, v;+1)(b, v;) for some
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2 < i < m—1which occurs in no cycle of U, UR 10 UM ap,
as a result Uyqp URap UM e UMy, is linearly independent.
Also, since any linear combination of cycles of R;,; contains
an edge of the form (b,v;11)(l,v;) for some 2 <i<m —1
which does not belong to any cycle of U.p U Riap U Mg
UM pa, We have Upqp URap U Mgy, UM pe URpq IS linearly
independent. Finally, any linear combination of cycles of
Rap contains an edge of the form (a,v;41)(l,v;) for some
2 < i < m — 1 which does not appear in any cycle of
Upap UR1ap U Mgy UM pq URpq;. Therefore, Spqp is linearly
independent. O

Now, for each 2 < j < m — 2, we define the following set
of cycles:

eh = {5 = G visi-1)(@,0) 6,014 (Vi) |
2<i<m-—j}.

Let
Eiab = UL ED

Lemma 2.2. The set 2V)= e ueDue el e ueld)
is linearly independent. , _ _ _ ,
Proof. Since each of &), g\ Ul gld) gl) ang g\)
consists only of edge disjoint cycles and since

E(E) NEEY)

E(€) N EEY)

@,

E(gl(gg) N E(gl(lfzi) =

51(,52 uSl(jg UE(EQ is linearly independent by Lemma 1.2. Any
linear combination of cycles of 555,3 contains an edge of the
form (I, v;)(b,vi1;) for some 2 < i < m — j which does
not occur in any cycle of El(b{z u El(jg U 82{7? Hence, 81(5(2 u
5};‘,3 u 5(%2 u 55{2 is linearly independent. Since any linear
combination of cycles of 55;3 contains an edge of the form
(1,vi)(a,v;1;) for some 2 <4 < m—j which does not appear
in any cycle of 5}53 U 5};’3 u 5%2 u 55{2 Thus 51(52 U 5};’3 u
Séﬁ ugé{g UEZE{; is linearly independent. Similarly, any linear
combination of cycles of 8§2 contains an edge of the form
(a,v;)(l,v;4;) for some 2 <4 < m — j which belongs to no
cycle of 5{;’j U Sl(jz u 5(5{)3 u 8(5{2 u 5,5{(3 Therefore, Zl(jg is

linearly independent. OJ

Lemma 23. Any linear combination of cycles of
U;”;QQ Zl(;g contains at least one edge of the following forms:

(aa vi)(bv Ui+j)7 (b’ vi)(av UiJrj)’ (bv Ui)(l’ Ui+j)a (lv Ui)(b7 Ui+j)> (l’

v;)(a, vi+;) and (a,v;) (I,v;4;) where 2 < j < m —2 and
2<i<m—j.

Proof. Assume that C' is a linear combination of the cycles of
0 ={01,04,...,0,} C U?:’ngl(j; and C' does not contain
any edge of the above stated forms. Then we split our work
into the following cases: _
Case 1. O contains at least one cycle of U}i}%ﬁ{g', say
g4e) = 7. Note that e = (1, v;,)(b, vig+jo) € E(ESS™)
which does not occur in any other cycle of UT:_QQZZ(;;. Thus,
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e does not belong to any other cycle of O. Therefore e €
E( 0;) = E(C). This contradicts the fact that e ¢ E(C).
i=1

Case 2: O contains no cycle of U?’;fggg, but contains at least
one cycle of u;;glgggg, say £7°7) = O,. As in case one,
e = (Lviy)(a,vig+j,) € E(Eéfg’io)) which does not occur
in any other cycle of (U7522,)) — (U2, Thus, e
doesr not belong to any other other cycle of O. Therefore, ¢ €

E( 0;) = E(C). This contradicts the fact that e ¢ E(C).
i=1

Case 3: O contains no cycle of (U75264))U(UT52EL)), but
contains at least one cycle of UT'52£17) or U267, Then
we consider the following subcases:

Subcase 3.a: O contains cycle of U;”:*fﬁgg. Let jo (2 <
jo < m — 2) be the largest integer such that 6l(jg> No # @.
Let ip (2 < ip < m — jo) be the largest integer greater
such that £7°) ¢ O, say Z, = £Y9"). Note that e; —
(@,viy)(b,vig+j,) € E(O1) and e; ¢ E(C). Moreover, the
only other cycle of (U752 27)) — (Ur52E49)) U (UT52E4)
that contains e, is 797", Hence, £ ¢ O, say
Oy = M) Note that es = (a,vi,) (1, vig1(jos1) €
E(Zy) which does not occur in O;. Thus, e; € E(O:©®
03). Since e; ¢ E(C) and 81(;”2”0) is the only other
cycle of (UJS2Z0)) — (UF5%E0)) U (U%EL0)) which
contains ey, £0T30) € 0, say 05 = £797%). Note that
es = (a, i) (b, Viy 1 (jot+2)) € E(O3) which does not occur in
019D 02 ThUS, €3 € E(Ol@ Oy @ 03) Now, es ¢ E(C)
and £707%%) s the only other cycle of (U;”;QQZI(['Z,?) -
(UTS2EY)) U (Um52€4)) which contains ;. By continuing
in this process, we get the following: There is ry such that
Oy = EMT00) ¢ O or 0,, = EM7) ¢ 0. Note that
in both cases e,, = (a’w“?-(b’ Um) € Org_which oceurs in
no other cycles of (UT52Z\7)) — (UT5265)) U (UT52E0).
Thus, e, € E( @ O;) = E(C). This contradicts the fact that

i=1

€ro = (aavio)(bv 'Ui0+(m7io)) ¢ E(C) ,
Subcase 3.b: O contains cycle of U;”;QQEZEZL?. The we use the
same arguments as in Case 3.a to have a similar contradiction.

Case 4: O contains no cycle of (UT52E4)) U (UM2E7)) U
(UM52E19)) U (UM2E0)) but contains at least one cycle
of U;";QQS(%%. As in Case 3.3, let jo (2 < jo < m —2) be
the largest integer such that 8(%;) NO#£a. Letig (2<ig<
m—jo) be the largest integer greater such that 5(%?’10) € O, say
0, = E(Ei(]f’i“). Note that e; = (b, vi,) (1, vig+5,) € E(O1) and
e1 ¢ E(C). Also note that 5(,{;*1”'0) is the only other cycle
of (UI22;0)) — (U 2E U (U 2e) L(UT2EDU
(UT52€7)) which contains e;. Thus, O, = £ € O,
By continuing in the process as in Case 3, taking into account
only Subcase 3.a, we get a similar contradiction.

Case 5: O contains no cycle of (UT52E4)) U (U267 U
(UMS2E0) U (U260 U (Un22e)). Then O contains
at least one cycle of U?:QQSZ(Q, say O = gfgg’“). Then,
e = (b,v4)(l,viy+5,) € E(O1) and does not occur in any
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other cycle of (UT52Z7)) — (Um2ely U (U5 U

(UIS2EINUUI2E I U(UTS2ES)). Thus, e € E( 0)).
=1
This contradicts the fact that e ¢ E(C). O

Remark 2.4. By using same arguments as in Lemma 4.3, we
can show, by taking into account Cases 1, 4, and 5 and Sub-
case 3.4, that any linear combination of (U"3227))— (U2
(EYUEY))) contains at least one edge of the following
forms; (a, ’Ui)(b7 Ui+j)a (b, vi)(a, Ui+j)7 (b, ’Ui)(l, vi+j)- and
(Lvi)(b,viﬂ-) where 2 <j<m-2 and 2 < < m— 7. O

Lemma 2.5. The set Slabu(uz.”:_;zl(;g) is linearly indepen-
dent.

Proof. We use mathematical induction on m to show that
(U;":;QZ(%)) is linearly independent. If m = 4, then
(U;.’;;QZZ%Z) consists only of zfjg. Thus, the result
follows from Lemma 2.2. Assume that m is grater
than 4 and the result is true for less than m. Note that
(U?QQZZ(;Z) = (u;.”:;i”z;;g)uz;:g‘”. By a similar argument
to that in proof of Lemma 2.3, any linear combination of
cycles of Zl(;Z’Q) contains at least one edge of the following:
(a’ UQ)(bv Um)’ (b’ UQ)(av Um)’ (ba UQ)(lv Um)v (lv UQ)(b’ Um)v

(I, v2)(a, vm), and (a,v2)(l,vy,). Since non of them occurs
in any cycle of (Ur*zl)), (Un52ZJ)) s linearly
independent. By Lemma 2.1 Sy, is linearly independent.
Now, by Lemma 2.3 any linear combination of cycles of
(U;.’;;QZZ%Z) contains at least one edge of the following
forms: (a7 Ui)(ba 7)7',+j)7 (b7 Ui)(a’v Ui+j)> (b’ vi)(l’ Ui+j);
(l,vi)(b, viﬂ),(l,vi)(amiﬂ), and (a,vl)(l,viJrj) for some
2<i<m—jand 2 <j <m — 2, which does not occur in
any cycle of S;4;. Therefore, Sj.p U (U;.”;Q?Zl(jg) is linearly
independent. O

Let

Sty = (Stap U (U2 Z0))) — (Rap U (UI2(ED UED))).

Lemma 2.6. Any linear combination of cycles of S;.p—Raw
contains at least one edge of the following forms:
(Zv vi+1)(b7 U’i)v (lv U’i)(b7 v’i+1)7 (l7 Ui)(bv v’i)v (a7 vi+1)(b7 Ui)
and ((L, Ui)(b, 1)7;+1).

Proof. Let C' be a linear combination of the cycles of
O = {01,09,...,0,} C Siap — Rapi- Then we consider
the following cases:

Case 1. O contains at least one cycle of My, say O; =
M,(;fl Note that e = (a, v;+1)(b, v;) € O; and does not occur
in other cycles of S;%,. And so e does not occur in any other

cycle of Sj,p Thus, e € E(P O;) = E(C).

=1
Case 2: O contains no cycle of My, but contains at least one
cycle of Ry, say O = Rl(fl)b Note that e = (I, v;11)(b,v;) €
E(0O) and does not occur in other cycles of S;, — M. And
so e does not occur in any other cycle of S, — Mype. Thus,

(1, vip1) (b, 00) € E(é 0:) = E(C).
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Case 3: O contains no cycle of My, U R;qp, but contains

at least one cycle of Ry, say O = Rype. Note that e =

(I,v;)(b,v;41) € E(Oq) and does note occur in other cycles of

Siip —Miva URiqp. And s0 e does not occur in any other cycle
s

of Siap — Mipa U Riap. Thus, (l, ’Ui)(b, Ui+1) € E( Oi) =
=1

E(C). '

Case 4. O contains no cycle of My, U Riap U Rpar, but
contains at least one cycle of My, say O, = Ml(;)b Note
that e = (a,v;)(b,vi+1) € O7 and does not occur in other
cycles of Sy — Mipa U Rigp U Rpar. And s0 e does not
occur in any other cycTIe of Sjap — Mipe U Riap U Rpar- Thus,

((l, ’Uz')(b, ’Ui+1) S E(@ Oz) = E(C)

Case 5: O contains ﬁBlcycIe of Mppe URiap U Rpar U Miga.
Then O must contains at least one cycle of U4, say O; =
ul(;;. Note that e = (I, v;)(b,v;) € O1 and does not occur in
other cycle of S, — Mipa U Riap U Rpar U Mipe. And S0 e
does not occur in any other cycle of Srlab — Mipe U Rygp U

Roar U Mipa. Thus, (l,vi)(b, Ui) S E(@ Oz) = E(C) O
=1

Lemma 2.7. U2} Sijluiumlis linearly independent set.

Proof. We prove thaF u?;?) S;'luiui+1 is linearly indepen-
dent using mathematical induction on n. If n = 4, then
urs Sivuiuis: = Surusus W_hich is linearly independent by
Lemma 2.5. Assume that n is grater than 4 and the result
is true for less than n. Note that U}~ Sowiui, = (Urz?
Svusuirs) YSuiun_u,- BY combining Lemmas 2.3 and 2.6,
any linear combination of cycles of S; ., ~ ,  contains an
edge of the form (un—1,v;)(un,vE) Or (u1,v;)(un,vg) for
2 < i,k < m which does not occur in any cycle of (U;;f

Sk ). Thus, U S is linearly independent. (J

UL U;Ui41 UL Ui Ui41

Let 7 = U, V(W,)dS,, and £ = W,Ov;. Then,
WnpSm = F UL UK where K = W,pS,, — E(FUL).
Note that |E(K)| = |[E(Wp[Npm_1]| = 2(m — 1)%(n — 1).
Thus,

dimC(K)=2(m —1)*(n—-1)—n(m-1)+1 (1)

Lemma 2.8. The set B(K) = (Su,ugus U (U;T”:‘szfﬂl{,zus)) U
(U;L:i%l SZlUiUi+1) U (uulunuz U Mulunu2 U Mulu2un U
Eurunus Y Euiusu, ) 1S a cycle basis of K. 4

Proof. We know that Sy uyu; U (UTI’QQZﬁ{L?us) and
(urzy Sivusus,,) are linearly independent sets by Lemmas
2.5 and 2.7. Note that Uu,wu,u, U Muyu,uy U Mujugu, U
Su1u,,l,u2 U Eulugun g Sulu,,LuZU(UT:_;Zz(L]l)unuz)- Thusv
uulunug U Mulunug U Muluzun U gulunug U gu1u2un iS
linearly independent by Lemma 2.5. By same arguments
as in the proof of Lemmas 2.3 and 2.6, we get that any
linear combination of cycles of U, Siiuiui,, cONtains an
edge of the form (u;,v;)(wiy1,vE) OF (ur,v;)(Uit1,vi) for
2<j,k<mand 3 <i<n— 1. Note that non of the above
forms occurs in any cycle of Sy, uyus U (U;'L:;QZ&’ILZ,%). Thus,
(Suruzus U (U Zi800,)) U (UL S5 ,0,,,) I8 linearly
independent. Similarly, by using arguments as in Lemmas
2.3 and 2.6, we have that any linear combination of cycles of
Uniyumus I Mougumus U Mg usun UEuyunus UEususu,, CONAINS
an edge of the following forms: (u,,v;)(us2,v;), (n,vj4+1)
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(’UQ,’U]’),(UQ,UjJ,_l)(U”,'Uj),(UQ,Uk)(’LLn,UkJ,_j) and
(Un, vg)(u2, vp45) for 2 < ¢ < m,2 < 57 < m—1
and 2 < k < m — j which does not occur in any cycle
of (Sujugus U (u;n:—22zyl)uzﬂ3)) U (U S wiuss, ) THUs,
B(K) is linearly independent. Now,

|Su1u2u3| |Slab| = |Mlab| + 3|Rlab‘ + 2|Mlba|
= (m-1)+3(m—-2)+2(m—2)
= 6m—11, 2
and
|5u1unu2| |glab‘
m—2 )
= > &l
j=2
m—2
= Y m-j-1)
Jj=2
_ (m=3)(m—2)
N 2
m? —5m + 6
= 2 ®)
Thus,
(U2 2D sl = 6 |Eal
m? —5m+6
= 6 _—
)
= 3m?—15m + 18, 4)
and
|S7jluiui+1| ‘Sl*ab|
|Stan| + | U2 szzj” = (IR1ab| + 2 |€1an])
J
= (3m*—9Im+7) -
((m —2) +m? — 5m + 6) (5)
= 2m? —5m +3. (6)

But
B = [Sususus| + U755 2Pl
+| U;n:732 quluiuprl‘ + |uu1unu2|
+2|Mu1unu2 ‘ + 2|g711unu2 |
Hence by equations (2)-(5),

IB(K)| = (6m—11)+ (3m? — 15m + 18)
n—1
+> 0 (2m? — 5m +3) +
=3

2 _
(m71)+2(m72)+2(%m+6

= 2m—12*n—-1)—n(m—-1)+1
dim(C(K)).
Therefore, B(K) is a cycle basis for K. O

Now, for each i = 2,3,...,n consider the following sets
of cycles:

Ny, = {NQEJ) = (w1, v1) (s, v1)(wi, v;)(ur, ve)(ug, v1)]
2<j<m}.

)
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Also, set
T = {7V = (ur,01)(w,v5) (uz, v2) (2, 01) (wr, v1) |
3<j<m}.
Let

U — U?ZQU(I)

UL U;Ui41

and N = Ul Ny,

Lemma 2.9. B(K)uu") is a cycle basis of KU £ and so of
KuLu {(ul, vl)(ul, ’Ug)}.

Proof. Note that /(") is the set of all triangle bounded faces
of W, 0uy. Thus, () is a cycles basis of £. Since B(K)
is a linearly independent set and E(B(K)) N EUM) = &,
B(K)uu™ s linearly independent. Now,

By LU = |BK)|+ U]
= 2m—1)2(n—-1)—n(m-1)
+1+(n—1) ™
= 2m—12(n—-1)—n(m-1)
+2n—1)—n+2 )
= dim(Kuuy), 9)

Thus, B(K)uu® is a cycle basis of X U £. The second
part follows from noting that the addition of (uq,v1)(u,v2)
to the subgraph X U A does not create any cycles. O

Remark 2.10. Note that the addition of any edge of F —
{(u1,v1)(u1,v2)} to the subgraph K U LU {(u1,v1)(u1,v2)}
creates at least one new cycle and the shortest cycle of
W,.pSy, contains the added edge is of length 4. Moreover, any
cycle contains (uy,v1)(u1,v2) Must contain at least another
edge of F. O

Lemma 2.11. N U T is linearly independent.

Proof. We use mathematical induction on m to show that
Nu, = UL, ) is linearly independent. If m = 2, then A/,
consists only of one cycle /\/255)- Thus N,, is linearly indepen-
dent. Assume that m is grater than 2 and the result is true for
less than m. Note that V,,, = (U;”:;lj\/éf)) UN™. Since the
cycle Nﬂ”) contains the edge (w;, v1)(ui, v, ) Which occurs in
no cycle of U™} zﬁf), N, is linearly independent for each
i. Now, E(j\/ii) N EWNy,;) = {(u1,v1)(ur,v2)} whenever
i # j. Therefore, N is linearly independent. Similarly we
can show that 7 is linearly independent. Since E(N) NE(T)
= {(u1,v1)(u2,v1), (uz,v1)(uz,v2)} which is an edge set of
a path, N'U T is linearly independent by Lemma 2.2. OJ

Theorem 4.12. B(W,,pS,) = B(K)UUD UN UT is a
minimal cycle basis of W,,pS,,.

Proof. By Lemmas 2.9 and 2.11 each of NV U 7 and
B(K) U™ is linearly independent. Note that any linear
combination of cycles of A/ U7 must contains at least one
edge of U, (u;035,,) which does not belong to any cycle of
B(K)uuU™. Thus, B(W,,pS,,) is linearly independent. Note
that

W] = (m — 1) and |T| = (m —2), (10)
and,
[B(WopSin)| = 1BIK) UUD| + |N| +[T].
618 scholar.waset.org/1307-6892/6814
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Thus by (2), (14) and (15), we get
IBW,pSm)| = 2(m—1)2(n—-1)—n(m—1)+
2n—1)—n+2+
(n—1(m—1)+ (m—2)
= (n—1)(2m* —4m +3)
= dimC(W,pSnm).

Hence, B(W,pSy) is a cycle basis of W,,pS,,. Now, we
show that B(W,,pS,,) is @ minimum basis. Since any cycle
of B(K) uu™ is of length 3 and B(K) U™ is a basis
for W, pS,, — E(F), as a result |B(K) uuM)]| is the size
of a maximum linearly independent set of W,,pS,,— E(F)
consisting of 3-cycles. But any cycle of W, pS,,, that contains
an edge of F must be of length at least 4. Therefore,
IB(KC) utdM)| is the size of a maximum linearly independent
set of W, pS,, consisting of 3-cycles. Now, since each cycle
of N'UT is of length 4 and since the cycle space is a matroid,
as a result B(W,,pS,,) is a minimum cycle basis for W,,pS,,,.
U

Corollary 3.13 [(W,pS,,) = 8nm? — 17mn — 4m? + 8m +
5n — 13, and A\(W,,pS,,,) = 4. O

I1l. CONCLUSION

The works in this paper present some important results of
the minimum cycle basis and cycle spaces of the wreath prod-
uct of graphs. Some applications in sciences and engineering
are indicated. In particular we have drawn attention to the
use of MCB in biochemistry, structural engineering, surface
reconstruction and public transportations (See [2], [3] and [8]).
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