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#### Abstract

In this work, $\left(1 / G^{\prime}\right)$, modified $\left(G^{\prime} / G^{2}\right)$ and new extended direct algebraic methods are proposed to construct the novel exact traveling wave solutions in the form of trigonometric, hyperbolic and exponential functions of the time-fractional modified equal-width (MEW) equation in the sense of M- truncated fractional derivative. These methods contribute a variety of exact solutions in terms of the hyperbolic, trigonometric and rational functions to the scientific literature. The obtained solutions are verified for aforesaid equation through symbolic soft computations. To promote the essential propagated features, some investigated solutions are exhibited in the form of 2D and 3D graphics by passing on the precise values to the parameters under the constrain conditions. Further, the dynamical behavior is investigated. Based on the bifurcation constrains on the system's parameters, we constructed also some new wave solution which are assorted into solitary, kink, periodic, and super periodic wave solutions. The influence of the included parameters on the solution is clarified. Moreover, we guarantee that all the solutions are new and an excellent contribution in the existing literature of solitary wave theory.


## Introduction

Nonlinear differential equations involving fractional order derivatives are general forms of integer order classical differential equations. It is well known that nonlinear fractional differential equations (FDEs) cover many fields such as physics, biomechanics, chemistry, biology, power-law non-locality, relativity, nonlinear optics, engineering, solid mechanics, electricity, signal processing and many others fields. Finding exact solutions of nonlinear (FDEs) is a very important part of nonlinear physical phenomenon. It is fact that exact solutions provide much physical information and help one to understand the mechanism that governs some physical models, such as plasma physics, optical fibers, biology, solid state physics, chemical physics, and so on. In recent years, many powerful methods for finding the exact solutions
of nonlinear FDEs in the form of conformable fractional derivative [1], beta fraction derivative [2] and the M -fractional derivatives [3] have been proposed such as, exponential rational function method [4], Lie symmetry analysis method [5-7], Generalized (G'/G)- Expansion Method [8], Kudryashov method [9-11], residual power series method [12,13], sine-Gordon expansion method [14], extended sinh-Gordon equation expansion method [15-19], Hirota bilinear method [20], Riccati-Bernoulli sub-ODE technique [21], trigonometric function series method [22], auxiliary ordinary differential equation method [23], modified mapping method and the extended mapping method [24], modified trigonometric function series method [25], bifurcation method [26], modified (G'/G)-expansion method [27], extended (G/G')expansion method [28], (G'/G)-expansion method [29,30], infinite series and cosine-function methods [31], generalized (G'/G)-expansion

[^0]method [32], tanh-coth expansion method [33], Jacobi elliptic function expansion method [34], first integral method [35], Variational principle method [36], Sardar-subequation method [37], new sub-equation method [38], extended direct algebraic method [39-41], $\exp (-\phi(\eta))$ method [42] and Exp $\operatorname{Eunction}^{2}$ method [43] and different other methods [44-47].

There is another important mathematical model named as: nonlinear MEW equation used for describing various fluid mechanics in nonlinear systems, plasma physics, and nonlinear optics [48]. This model has been solved to find the traveling wave solutions by many different effective methods. Pinar and Oziş [49] find the solutions of modified equal width equation by means of the auxiliary equation with a sixth degree nonlinear term. Application of the dynamical system method is shown in Su and Tang [50] to study the exact travelling wave solutions of the modified equal width equation. Solitary waves of modified equal width equation are presented by direct integration in Yang and Xu [51]. The extended simple equation method and the $\exp (-\phi(\xi))$ expansion method are used for solving the modified equal width equation in Lu , et al. [52]. Raslan et al. [53] employed the modified extended tanh method with the Riccati equation for solving the space-time fractional modified equal width equation. Korkmaz implemented the various ansatz methods to construct the solutions of the space-time fractional modified equal width equation [54]. Lu and Ye [55] obtained the optical solitary wave solutions of the space-time fractional modified equalwidth equation. Ali et al. [56] computed the traveling wave solution for nonlinear variable-order fractional model of modified equal width equation by using $\exp (-\phi(\xi))$ method in the sense of Caputo fractional-order derivative.

The major concern of this existing study is to utilize the novel meanings of fractional-order derivative, named M -truncated fractional derivative, for pace-time fractional MEW equation, and to find the novel comprehensive exact traveling wave solutions in the form of hyperbolic, trigonometric and rational functions by employ-three modified methods, the $\left(1 / G^{\prime}\right)$ - expansion method [57], the modified $\left(G^{\prime} / G^{2}\right)$ expansion method [58] and the new extended direct algebraic method [39-41]. To the best of our knowledge, the obtained solutions are more general and in different form which have never been reported in previously published studies [49-56]. Our results also enrich the variety of the dynamics of higher-dimensional non-linear wave field. It is hoped that these results will provide some valuable information in the higherdimensional non-linear field.

Rest of the paper is structured as follows. In section 2, M -fractional derivative and its properties are presented, and the methodologies of our proposed three approaches are discussed in section 3. In section 4, exact traveling wave solutions of the time-fractional MEW equation are obtained via proposed methods. Section 5 includes the study of the bifurcation, constructing some wave solutions, and study the effect of the parameters on the wave solutions. In Section 6, the graphical comparisons of our obtained exact solutions are represented in both 2D and 3D plots for various values of parameters. At the end, conclusions are announced in $\sec 6$.

## The truncated $M$-Fractional derivative and its properties [3]:

In this section, we give the definition and properties of the truncated M-Fractional derivative of order $\alpha$.

Definition: Assume that $f:(0, \infty) \rightarrow R$, then, the new truncated $\mathrm{M}-\mathrm{fractional} \mathrm{derivative} \mathrm{of} \mathrm{function} f$ of order $\alpha$ is defined as,
$D_{M}^{\alpha, \beta} f(t)=\lim _{\varepsilon \rightarrow 0} \frac{f\left(t \in_{\beta}\left(\varepsilon t^{1-\alpha}\right)\right)-f(t)}{\varepsilon}$, for all $t>0,0<\alpha<1, \beta>0$,
where $\epsilon_{\beta}(\cdot)$ is a truncated Mittag-Leffler function of one parameter [3].

## Properties

Let $\alpha \in(0,1], \beta>0$ and $f=f(t), g=g(t)$ be $\alpha$-differentiable, at a point $t>0$, then:

1. $D_{M}^{\alpha, \beta}(a f+b g)=a D_{M}^{\alpha, \beta} f+b D_{M}^{\alpha, \beta} g$, for all $a, b \in R .$.
$D_{M}^{\alpha, \beta}(c)=0$, where $f(t)=c$, is a constant.
$D_{M}^{\alpha, \beta}(f \cdot g)=g D_{M}^{\alpha, \beta} f+f D_{M}^{\alpha, \beta} g$,
$D_{M}^{\alpha, \beta}\left(\frac{f}{g}\right)=\frac{g D_{M}^{\alpha, \beta} f-f D_{M}^{\alpha, \beta} g}{g^{2}}$,

## Furthermore; if the function $f$ is differentiable; then

$D_{M}^{\alpha, \beta} f(t)=\frac{t^{1-\alpha}}{\Gamma(\beta+1)} \frac{d f}{d t}$.
$D_{M}^{\alpha, \beta}\left(f^{\circ} g\right)(t)=f^{\prime}(g(t)) D_{M}^{\alpha, \beta} g(t)$, for $f$ differentiable at $g(t)$.
This characterization also fulfills the Chain rule.

## General form of the methods:

## $\left(1 / G^{\prime}\right)$ - expansion method

Let us consider the nonlinear partial differential equation (NLPDE) is given by.
$Q=\left(u, u_{t}, u_{x}, u u_{x}, u_{t t}, U u_{x t}, u u_{x x}, \ldots\right)$,
where $u=u(x, t)$ is an unknown function, $Q$ is a polynomial depending on $u(x, t)$ and its various partial derivatives.

Step 1: By wave transformation.
$\eta=(x-v t), \quad u(x, t)=U(\eta)$.
Here, $v$ is the wave speed.
The wave variable allow us to reduce Eq. (3) into a nonlinear ordinary differential equation for $U=U(\eta)$ :.
$Q=\left(U, U^{\prime}, U^{\prime \prime}, U^{\prime \prime}, \ldots\right)$.
Step 2: Extend the solution of Eq. (4) in the following form.
$U(\eta)=\sum_{i=0}^{m} a_{i}\left(\frac{1}{G^{\prime}}\right)^{i}$,
where and satisfies the following linear ordinary differential equation which is.
$G^{\prime \prime}(\eta)+\lambda G^{\prime}(\eta)+\mu=0$,
where $a_{i}(i=1, \ldots, m), \lambda$ and $\mu$ are constants to be determined. The positive integer $m$ can be obtained by using the homogenous balance between the highest order derivatives and the nonlinear term appearing in Eq. (4). Additionally, the solution of the differential equation given in Eq. (6) is.
$G(\eta)=c_{1} e^{-\lambda \eta}-\frac{\mu \eta}{\lambda}+c_{2}$,
where $c_{1}$ and $c_{2}$ are arbitrary integration constants. $\left(1 / G^{\prime}\right)$ can be expressed as.
$\left(\frac{1}{G^{\prime}}\right)=\frac{\lambda}{-\mu+\lambda c_{1}[\cosh (\lambda \eta)-\sinh (\lambda \eta)]}$.
Step 3: By substituting Eq. (5) into Eq. (4) and using Eq. (6), the left hand side of equation (4) can be converted into a polynomial in term
of $\left(1 / G^{\prime}\right)$, equating each coefficient of the polynomial to zero yields a system of algebraic equations. By solving the algebraic equations with symbolic computation, we define $a_{i}(i=1, \ldots, m), \lambda$ and $\mu$.

The modified $\left(G^{\prime} / G^{2}\right)-$ expansion method
Here, we will describe the basic steps of modified $\left(G^{\prime} / G^{2}\right)$ - expansion method [58].

Step 1: Consider Eqs. (2), (3) and (4).
Step 2: Extend the solution of Eq. (4) in the following form.
$U(\eta)=\sum_{i=0}^{m} a_{i}\left(\frac{G^{\prime}}{G^{2}}\right)^{i}$,
where $a_{i}(i=0,1,2,3, \ldots, m)$ are constants and find to be later. It is important that $a_{i} \neq 0$..

The function satisfies the following Riccati equation,
$\left(\frac{G^{\prime}}{G^{2}}\right)^{\prime}=\lambda_{1}\left(\frac{G^{\prime}}{G^{2}}\right)^{2}+\lambda_{0}$,
where $\lambda_{0}$ and $\lambda_{1}$ are constants. We gain the below solutions to Eq. (10) due to different conditions of $\lambda_{0}$ :

When $\lambda_{0} \lambda_{1}<0$, .
$\left(\frac{G^{\prime}}{G^{2}}\right)=-\frac{\sqrt{\left|\lambda_{0} \lambda_{1}\right|}}{\lambda_{1}}+\frac{\sqrt{\left|\lambda_{0} \lambda_{1}\right|}}{2}\left[\frac{c_{1} \sinh \left(\sqrt{\lambda_{0} \lambda_{1}} \eta\right)+c_{2} \cosh \left(\sqrt{\lambda_{0} \lambda_{1}} \eta\right)}{c_{1} \cosh \left(\sqrt{\lambda_{0} \lambda_{1}} \eta\right)+c_{2} \sinh \left(\sqrt{\lambda_{0} \lambda_{1}} \eta\right)}\right]$.

When $\lambda_{0} \lambda_{1}>0,$.
$\left(\frac{G^{\prime}}{G^{2}}\right)=\sqrt{\frac{\lambda_{0}}{\lambda_{1}}}\left[\frac{c_{1} \cos \left(\sqrt{\lambda_{0} \lambda_{1}} \eta\right)+c_{2} \sin \left(\sqrt{\lambda_{0} \lambda_{1}} \eta\right)}{c_{1} \sin \left(\sqrt{\lambda_{0} \lambda_{1}} \eta\right)-c_{2} \sin \left(\sqrt{\lambda_{0} \lambda_{1}} \eta\right)}\right]$.
When $\lambda_{0}=0$ and $\lambda_{1} \neq 0$,
$\left(\frac{G^{\prime}}{G^{2}}\right)=-\frac{c_{1}}{\lambda_{1}\left(c_{1} \eta+c_{2}\right)}$.
where $c_{1}$ and $c_{2}$ are arbitrary constants.
Step 3: Replacing Eq. (9) into Eq. (3) along with Eq. (10) and tracing all coefficients of each $\left(\frac{G^{\prime}}{G^{2}}\right)^{i}$ to zero, then solving that algebraic equations generated in the term $a_{i}, \lambda_{0}, \lambda_{1}, c$ and other parameters.

Step 4: Replacing Eq. (9) of which $\alpha_{i}, \nu$ and other parameters that are found in step 3 into Eq. (3), we get the solutions of Eq. (2).

## The new extended direct algebraic method:

Here, we will describe the basic steps of new extended direct algebraic method or finding traveling wave solutions of nonlinear partial differential equations [39].

Step 1: Consider equations (2), (3) and (4).
Step 2: Extend the solution of equation (4) in the following form.
$U(\eta)=a_{0}+\sum_{i=1}^{m}\left[a_{i} W(\eta)\right]$,
where,
$W^{\prime}(\eta)=\ln (\rho)\left(\mu+\nu W(\eta)+\zeta W^{2}(\eta)\right), \rho \neq 0,1$.
Here $\nu, \mu$ along with $\zeta$ are the real constants which can be evaluated by balancing the highest order derivative along with nonlinear terms of Eq. (4).

General solutions of Eq. (15) as regards with parameters $\nu, \mu$ and $\zeta$ are as follows [39].
$\phi=\nu^{2}-4 \mu \zeta$.
(I) : If $\phi<0$ and $\zeta \neq 0$,
$W_{1}(\eta)=-\frac{\nu}{2 \zeta}+\frac{\sqrt{-\phi}}{2 \zeta} \tan _{\rho}\left(\frac{\sqrt{-\phi}}{2} \eta\right)$,
$W_{2}(\eta)=-\frac{\nu}{2 \zeta}-\frac{\sqrt{-\phi}}{2 \zeta} \cot _{\rho}\left(\frac{\sqrt{-\phi}}{2} \eta\right)$,
$W_{3}(\eta)=-\frac{\nu}{2 \zeta}+\frac{\sqrt{-\phi}}{2 \zeta}\left(\tan _{\rho}(\sqrt{-\phi} \eta) \pm \sqrt{m n} \sec _{\rho}(\sqrt{-\phi} \eta)\right)$,
$W_{4}(\eta)=-\frac{\nu}{2 \zeta}+\frac{\sqrt{-\phi}}{2 \zeta}\left(\cot _{\rho}(\sqrt{-\phi} \eta) \pm \sqrt{m n} \csc _{\rho}(\sqrt{-\phi} \eta)\right)$,
$W_{5}(\eta)=-\frac{\nu}{2 \zeta}+\frac{\sqrt{-\phi}}{4 \zeta}\left(\tan _{\rho}\left(\frac{\sqrt{-\phi}}{4} \eta\right)-\cot _{\rho}\left(\frac{\sqrt{-\phi}}{4} \eta\right)\right) \cdot(I I)$

$$
\begin{equation*}
: \text { If } \phi>0 \text { and } \zeta \neq 0, \tag{20}
\end{equation*}
$$

$W_{6}(\eta)=-\frac{\nu}{2 \zeta}-\frac{\sqrt{\phi}}{2 \zeta} \tanh _{\rho}\left(\frac{\sqrt{\phi}}{2} \eta\right)$,
$W_{7}(\eta)=-\frac{\nu}{2 \zeta}-\frac{\sqrt{\phi}}{2 \zeta} \operatorname{coth}_{\rho}\left(\frac{\sqrt{\phi}}{2} \eta\right)$,
$W_{8}(\eta)=-\frac{\nu}{2 \zeta}+\frac{\sqrt{\phi}}{2 \zeta}\left(-\tanh _{\rho}(\sqrt{\phi} \eta) \pm i \sqrt{m n} \operatorname{sech}_{\rho}(\sqrt{\phi} \eta)\right)$,
$W_{9}(\eta)=-\frac{\nu}{2 \zeta}+\frac{\sqrt{\phi}}{2 \zeta}\left(-\operatorname{coth}_{\rho}(\sqrt{\phi} \eta) \pm \sqrt{m n} \operatorname{csch}_{\rho}(\sqrt{\phi} \eta)\right)$,
$W_{10}(\eta)=-\frac{\nu}{2 \zeta}-\frac{\sqrt{\phi}}{4 \zeta}\left(\tanh _{\rho}\left(\frac{\sqrt{\phi}}{4} \eta\right)+\operatorname{coth}_{\rho}\left(\frac{\sqrt{\phi}}{4} \eta\right)\right)$.
(III) : If $\mu \zeta>0$ and $\nu=0$,
$W_{11}(\eta)=\sqrt{\frac{\mu}{\zeta}} \tan _{\rho}(\sqrt{\mu \zeta} \eta)$,
$W_{12}(\eta)=-\sqrt{\frac{\mu}{\zeta}} \cot _{\rho}(\sqrt{\mu \zeta} \eta)$,
$\left.W_{13}(\eta)=\sqrt{\frac{\mu}{\zeta}} \tan _{\rho}(2 \sqrt{\mu \zeta} \eta) \pm \sqrt{m n} \sec _{\rho}(2 \sqrt{\mu \zeta} \eta)\right)$,
$W_{14}(\eta)=\sqrt{\frac{\mu}{\zeta}}\left(-\cot _{\rho}(2 \sqrt{\mu \zeta} \eta) \pm \sqrt{m n} \csc _{\rho}(2 \sqrt{\mu \zeta} \eta)\right)$,
$W_{15}(\eta)=\frac{1}{2} \sqrt{\frac{\mu}{\zeta}}\left(\tan _{\rho}\left(\frac{\sqrt{\mu \zeta}}{2} \eta\right)-\cot _{\rho}\left(\frac{\sqrt{\mu \zeta}}{2} \eta\right)\right)$.
(IV) : If $\mu \zeta<0$ and $\nu=0$,
$W_{16}(\eta)=-\sqrt{-\frac{\mu}{\zeta}} \tanh _{\rho}(\sqrt{-\mu \zeta} \eta)$,
$W_{17}(\eta)=-\sqrt{-\frac{\mu}{\zeta}} \operatorname{coth}_{\rho}(\sqrt{-\mu \zeta} \eta)$,
$W_{18}(\eta)=\sqrt{-\frac{\mu}{\zeta}}\left(-\tanh _{\rho}(2 \sqrt{-\mu \zeta} \eta) \pm i \sqrt{m n} \operatorname{sech}_{\rho}(2 \sqrt{-\mu \zeta} \eta)\right)$,
$W_{19}(\eta)=\sqrt{-\frac{\mu}{\zeta}}\left(-\operatorname{coth}_{\rho}(2 \sqrt{-\mu \zeta} \eta) \pm \sqrt{m n} \operatorname{csch}_{\rho}(2 \sqrt{-\mu \zeta} \eta)\right)$,
$W_{20}(\eta)=-\frac{1}{2} \sqrt{-\frac{\mu}{\zeta}}\left(\tanh _{\rho}\left(\frac{\sqrt{-\mu \zeta}}{2} \eta\right)+\operatorname{coth}_{\rho}\left(\frac{\sqrt{-\mu \zeta}}{2} \eta\right)\right)$.
$(V):$ If $\nu=0$ and $\mu=\zeta$,
$W_{21}(\eta)=\tan _{\rho}(\mu \eta)$,
$W_{22}(\eta)=-\cot (\mu \eta)$,
$W_{23}(\eta)=\tan _{\rho}(2 \mu \eta) \pm \sqrt{m n} \sec _{\rho}(2 \mu \eta)$,
$W_{24}(\eta)=-\cot _{\rho}(2 \mu \eta) \pm \sqrt{m n} \csc _{\rho}(2 \mu \eta)$,
$W_{25}(\eta)=\frac{1}{2}\left(\tan _{\rho}\left(\frac{\mu}{2} \eta\right)-\cot _{\rho}\left(\frac{\mu}{2} \eta\right)\right)$.
$(V I):$ If $\nu=0$ and $\zeta=-\mu$,
$W_{26}(\eta)=-\tanh _{\rho}(\mu \eta)$,
$W_{27}(\eta)=-\operatorname{coth}_{\rho}(\mu \eta)$,
$W_{28}(\eta)=-\tanh _{\rho}(2 \mu \eta) \pm i \sqrt{m n} \operatorname{sech}_{\rho}(2 \mu \eta)$,
$W_{29}(\eta)=-\operatorname{coth}_{\rho}(2 \mu \eta) \pm \sqrt{m n} \operatorname{csch}_{\rho}(2 \mu \eta)$,
$W_{30}(\eta)=-\frac{1}{2}\left(\tanh _{\rho}\left(\frac{\mu}{2} \eta\right)+\operatorname{coth}_{\rho}\left(\frac{\mu}{2} \eta\right)\right)$.
$(V I I):$ If $\nu^{2}=4 \mu \zeta$,
$W_{31}(\eta)=\frac{-2 \mu(\nu \eta \ln \rho+2)}{\nu^{2} \eta \ln \rho}$.
$(V I I I):$ If $\nu=\mathrm{p}, \mu=\mathrm{pq},(q \neq 0)$ and $\zeta=0$,
$W_{32}(\eta)=\rho^{p \eta}-q$.
$(I X):$ If $\nu=\zeta=0$,
$W_{33}(\eta)=\mu \eta \ln \rho$.
$(X):$ If $\nu=\mu=0$,
$W_{34}(\eta)=\frac{-1}{\zeta \eta \ln \rho}$.
$(X I):$ If $\mu=0$ and $\nu \neq 0$,
$W_{35}(\eta)=-\frac{m \nu}{\zeta\left(\cosh _{\rho}(\nu \eta)-\sinh _{\rho}(\nu \eta)+m\right)}$,
$W_{36}(\eta)=-\frac{\nu\left(\sinh _{\rho}(\nu \eta)+\cosh _{\rho}(\nu \eta)\right)}{\zeta\left(\sinh _{\rho}(\nu \eta)+\cosh _{\rho}(\nu \eta)+n\right)}$.
$(X I I):$ If $\nu=p, \zeta=p q, \quad(q \neq 0$ and $\mu=0)$,
$W_{37}(\eta)=-\frac{m \rho^{p \eta}}{m-q n \rho^{p \eta}}$.
$\sinh _{\rho}(\eta)=\frac{m \rho^{\eta}-n \rho^{-\eta}}{2}, \cosh _{\rho}(\eta)=\frac{m \rho^{\eta}+n \rho^{-\eta}}{2}$,
$\tanh _{\rho}(\eta)=\frac{m \rho^{\eta}-n \rho^{-\eta}}{m \rho^{\eta}+n \rho^{-\eta}}, \operatorname{coth}_{\rho}(\eta)=\frac{m \rho^{\eta}+n \rho^{-\eta}}{m \rho^{\eta}-n \rho^{-\eta}}$,
$\operatorname{sech}_{\rho}(\eta)=\frac{2}{m \rho^{\eta}+n \rho^{-\eta}}, \operatorname{csch}_{\rho}(\eta)=\frac{2}{m \rho^{\eta}-n \rho^{-\eta}}$,
$\sin _{\rho}(\eta)=\frac{m \rho^{i \eta}-n \rho^{-i \eta}}{2 i}, \cos _{\rho}(\eta)=\frac{m \rho^{i \eta}+n \rho^{-i \eta}}{2}$,
$\tan _{\rho}(\eta)=-i \frac{m \rho^{i \eta}-n \rho^{-i \eta}}{m \rho^{i \eta}+n \rho^{-i \eta}}, \cot _{\rho}(\eta)=i \frac{m \rho^{i \eta}+n \rho^{-i \eta}}{m \rho^{i \eta}-n \rho^{-i \eta}}$,
$\sec _{\rho}(\eta)=\frac{2}{m \rho^{i \eta}+n \rho^{-i \eta}}, \csc _{\rho}(\eta)=\frac{2 i}{m \rho^{i \eta}-n \rho^{-i \eta}}$,
where $m$ and $n$ are arbitrary constants greater than zero and are called deformation parameters.

## Applications:

Application for the $\left(1 / G^{\prime}\right)$ - expansion method.
Consider the MEW equation $[51,52,55,59]$ with truncated M-Fractional derivative given as.
$\frac{\partial^{\beta} u}{\partial t^{\beta}}+\theta \frac{\partial u^{3}}{\partial x}-\gamma \frac{\partial^{2}}{\partial x^{2}}\left(\frac{\partial^{\beta} u}{\partial t^{\beta}}\right)=0$.
Here $u=u(x, t)$ is the wave profile, while $\theta$ and $\gamma$ are the parameters and $\beta \in(0,1]$..

Let's assume the following traveling wave transformation:
$u(x, t)=U(\eta), \quad \eta=\frac{\Gamma(\beta+1)}{\alpha}\left(k x^{\alpha}-c t^{\alpha}\right)$,
where $k$ and $c$ are constants.
By using the Eq. (54) into the Eq. (53), we get the following ODE.
$\gamma k^{2} c U^{\prime \prime \prime}+\theta k\left(U^{3}\right)^{\prime}-c U^{\prime}=0$.
After one time integrate Eq. (55) w.r.t $\eta$, we get.
$\gamma k^{2} c U^{\prime \prime}+\theta k U^{3}-c U=0$.
By applying the homogenous balance technique between the terms $U^{\prime \prime}$ and $U^{3}$ into Eq. (56), we get $m=1$. For $m=1$, Eq. (5) reduces into:
$U(\eta)=a_{0}+a_{1}\left(\frac{1}{G^{\prime}}\right)$,
where $a_{0}$ and $a_{1}$ are unknown parameters. By substituting Eq. (57) with Eq. (54) into Eq. (56) and summing up all the coefficients of same order of $\left(1 / G^{\prime}\right)$, we get the algebraic equations involving $a_{0}, a_{1}$ and other parameters as follows:

$$
\begin{gathered}
\left(\frac{1}{G^{\prime}}\right)^{3}: a_{1}^{3} k \theta+2 a_{1} c k^{2} \gamma \mu^{2}=0 \\
\left(\frac{1}{G^{\prime}}\right)^{2}: 3 a_{0} a_{1}^{2} k \theta+3 a_{1} c k^{2} \gamma \lambda \mu=0 \\
\left(\frac{1}{G^{\prime}}\right)^{1}:-a_{1} c+3 a_{0}^{2} a_{1} k \theta+a_{1} c k^{2} \gamma \lambda^{2}=0 \\
\left(\frac{1}{G^{\prime}}\right)^{0}:-a_{0} c+a_{0}^{3} k \theta=0
\end{gathered}
$$

Solving the system of algebraic equations in (58) with the help of software MATHEMATICA, we attain the following solutions:
$a_{0}= \pm \frac{\sqrt{c}}{\sqrt{k \theta}}, a_{1}= \pm \frac{2 \sqrt{c} \mu}{\sqrt{k \theta \lambda}}, \gamma=-\frac{2}{k^{2} \lambda^{2}}$.
$u(x, t)= \pm \frac{\sqrt{c}}{\sqrt{k \theta}}\left(1+2 \mu\left(\frac{1}{-\mu+\lambda c_{1}[\cosh (\lambda \eta)-\sinh (\lambda \eta)]}\right)\right)$.

Application for the modified $\left(G^{\prime} / G^{2}\right)$-expansion method.
By applying the homogenous balance technique into Eq. (56), we get $m=1$. For $m=1$, Eq. (9) reduces into:
$U(\eta)=a_{0}+a_{1}\left(\frac{G^{\prime}}{G^{2}}\right)$,
where $a_{0}$ and $a_{1}$ are unknown parameters. By using Eq. (61) with Eq. (4) into Eq. (56) and summing up all coefficients of same order of $\left(G^{\prime} / G^{2}\right)$, we get the set of algebraic equations involving $a_{0}, a_{1}$ and other parameters as follows:

$$
\begin{gathered}
\left(\frac{G^{\prime}}{G^{2}}\right)^{3}: a_{1}^{3} k \theta+2 a_{1} c k^{2} \gamma \lambda_{1}^{2}=0, \\
\left(\frac{G^{\prime}}{G^{2}}\right)^{2}: 3 a_{0} a_{1}^{2} k \theta=0, \\
\left(\frac{G^{\prime}}{G^{2}}\right)^{1}:-a_{1} c+3 a_{0}^{2} a_{1} k \theta+2 a_{1} c k^{2} \gamma \lambda_{0} \lambda_{1}=0, \\
\left(\frac{G^{\prime}}{G^{2}}\right)^{0}:-a_{0} c+a_{0}^{3} k \theta=0 .
\end{gathered}
$$

Solving the system of algebraic equations in (62) with the help of software MATHEMATICA, we attain the following solutions:
$a_{0}=0, a_{1}= \pm \frac{i \sqrt{c} \sqrt{\lambda_{1}}}{\sqrt{k \theta \lambda_{0}}}, \gamma=\frac{1}{2 k^{2} \lambda_{0} \lambda_{1}}$.
Now we use Eqs. (63), (61) and (10) - (16) into Eq. (56) and set to the below cases.
if $\lambda_{0} \lambda_{1}<0$, then, we have hyperbolic traveling wave solution of Eq. (56).
$u_{1}(x, t)=\mp \frac{i \sqrt{c}}{\sqrt{k \theta}}\left(1-\frac{\lambda_{1}}{2}\left[\frac{c_{1} \sinh \left(\sqrt{\lambda_{0} \lambda_{1}} \eta\right)+c_{2} \cosh \left(\sqrt{\lambda_{0} \lambda_{1}} \eta\right)}{c_{1} \cosh \left(\sqrt{\lambda_{0} \lambda_{1}} \eta\right)+c_{2} \sinh \left(\sqrt{\lambda_{0} \lambda_{1}} \eta\right)}\right]\right)$.
If $\lambda_{0} \lambda_{1}>0$, we have trigonometric traveling wave solution of Eq. (56).
$U(\eta)=a_{0}+a_{1} W(\eta)$,
where $W(\eta)$ satisfies the Eq. (15).
After plugging Eq. (66) into Eq. (56), we get a structure of the respective algebraic equations and coefficients of different powers of $W(\eta)$ are equalized.

$$
\begin{gather*}
W^{3}(\eta): a_{1}^{3} k \theta+2 a_{1} c k^{2} \ln ^{2} \gamma \zeta^{2} \rho^{2}=0 \\
W^{2}(\eta): 3 a_{0} a_{1}^{2} k \theta+3 a_{1} c k^{2} \ln ^{2} \gamma \zeta^{2} \nu \rho^{2}=0 \\
W^{1}(\eta):-a_{1} c+3 a_{0}^{2} a_{1} k \theta+2 a_{1} c k^{2} \ln ^{2} \gamma \zeta \mu \rho^{2}+a_{1} c k^{2} \ln ^{2} \gamma \nu^{2} \rho^{2}=0,  \tag{67}\\
W^{0}(\eta):-a_{0} c+a_{0}^{3} k \theta+a_{1} c k^{2} \ln ^{2} \gamma \mu \nu \rho^{2}=0
\end{gather*}
$$

Employing computational program to solve the above algebraic equations, the following set of solution is obtained:
$a_{0}= \pm \frac{2 \sqrt{c} \zeta \sqrt{1+\frac{4 \zeta \mu}{\Phi}+\frac{2 \nu^{2}}{\Phi}}}{\sqrt{3 k \theta} \nu}, a_{1}= \pm \frac{\sqrt{c} \sqrt{1+\frac{4 \zeta \mu}{\Phi}+\frac{2 \nu^{2}}{\Phi}}}{\sqrt{3 k \theta}}, \gamma=-\frac{2}{k^{2} \ln ^{2} \rho^{2} \Phi}$.
$\Phi=\nu^{2}-4 \mu \zeta$.
Set 1. When $\Phi<0$ along with $\zeta \neq 0$, then.
After plugging the values of $a_{0}$ and $a_{1}$ via Eq. (68) into Eq. (66), which represents the regarding solutions of Eq. (67):
$u_{1}(x, t)= \pm \frac{\sqrt{c} \sqrt{1+\frac{4 \zeta \mu}{\Phi}+\frac{2 \nu^{2}}{\Phi}}}{\sqrt{3 k \theta}}\left(1 \mp 1 \pm \frac{\sqrt{-\Phi}}{\nu} \tan _{\rho}\left(\frac{\sqrt{-\Phi}}{2} \eta\right)\right)$,
hence the corresponding solutions are extracted, functioning in much the same line.

$$
\begin{equation*}
u_{2}(x, t)= \pm \frac{\sqrt{c} \sqrt{1+\frac{4 \zeta \mu}{\Phi}+\frac{2 \nu^{2}}{\Phi}}}{\sqrt{3 k \theta}}\left(1 \mp 1 \mp \frac{\sqrt{-\Phi}}{\nu} \cot _{\rho}\left(\frac{\sqrt{-\Phi}}{2} \eta\right)\right) \tag{70}
\end{equation*}
$$

$$
\begin{align*}
u_{3}(x, t)= & \pm \frac{\sqrt{c} \sqrt{1+\frac{4 \zeta \mu}{\Phi}+\frac{2 \nu^{2}}{\Phi}}}{\sqrt{3 k \theta}}\left(1 \mp 1 \pm \frac{\sqrt{-\Phi}}{\nu}\left(\tan _{\rho}(\sqrt{-\Phi} \eta)\right.\right. \\
& \left.\left. \pm \sqrt{m n} \sec _{\rho}(\sqrt{-\Phi} \eta)\right)\right) \tag{71}
\end{align*}
$$

$$
\begin{align*}
& u_{4}(x, t)= \pm \frac{\sqrt{c} \sqrt{1+\frac{4 \zeta \mu}{\Phi}+\frac{2 \nu^{2}}{\Phi}}}{\sqrt{3 k \theta}}\left(1 \mp 1 \pm \frac{\sqrt{-\Phi}}{\nu}\left(\cot _{\rho}(\sqrt{-\Phi} \eta) \pm \sqrt{m n} \operatorname{cosec}_{\rho}(\sqrt{-\Phi} \eta)\right)\right)  \tag{72}\\
& u_{5}(x, t)= \pm \frac{\sqrt{c} \sqrt{1+\frac{4 \zeta \mu}{\Phi}+\frac{2 \nu^{2}}{\Phi}}}{\sqrt{3 k \theta}}\left(1 \mp 1 \pm \frac{\sqrt{-\Phi}}{2 \nu}\left(\tan _{\rho}\left(\frac{\sqrt{-\Phi}}{4} \eta\right)-\cot _{\rho}\left(\frac{\sqrt{-\Phi}}{4} \eta\right)\right)\right) \tag{73}
\end{align*}
$$

$u_{2}(x, t)= \pm \frac{i \sqrt{c}}{\sqrt{k \theta}}\left(\left[\frac{c_{1} \cos \left(\sqrt{\lambda_{0} \lambda_{1}} \eta\right)+c_{2} \sin \left(\sqrt{\lambda_{0} \lambda_{1}} \eta\right)}{c_{1} \sin \left(\sqrt{\lambda_{0} \lambda_{1}} \eta\right)-c_{2} \cos \left(\sqrt{\lambda_{0} \lambda_{1}} \eta\right)}\right]\right)$.

Application for the new extended direct algebraic method.

By applyingIthe homogenous balance technique into Eq. (56), we get $m=1$. For $m=1$, Eq. (14) reduces into:

Set 2. When $\Phi>0$ along with $\zeta \neq 0$, then.

$$
\begin{equation*}
u_{6}(x, t)= \pm \frac{\sqrt{c} \sqrt{1+\frac{4 \zeta \mu}{\Phi}+\frac{2 \nu^{2}}{\Phi}}}{\sqrt{3 k \theta}}\left(1 \mp 1 \mp \frac{\sqrt{\Phi}}{\nu} \tanh _{\rho}\left(\frac{\sqrt{\Phi}}{2} \eta\right)\right) \tag{74}
\end{equation*}
$$

$u_{7}(x, t)= \pm \frac{\sqrt{c} \sqrt{1+\frac{4 \zeta \mu}{\Phi}+\frac{2 \nu^{2}}{\Phi}}}{\sqrt{3 k \theta}}\left(1 \mp 1 \mp \frac{\sqrt{\Phi}}{\nu} \operatorname{coth}_{\rho}\left(\frac{\sqrt{\Phi}}{2} \eta\right)\right)$,
$u_{8}(x, t)= \pm \frac{\sqrt{c} \sqrt{1+\frac{4 \zeta \mu}{\Phi}+\frac{2 \nu^{2}}{\Phi}}}{\sqrt{3 k \theta}}\left(1 \mp 1 \pm \frac{\sqrt{\Phi}}{\nu}\left(-\tanh _{\rho}(\sqrt{\Phi} \eta) \pm i \sqrt{m n} \operatorname{sech}_{\rho}(\sqrt{\Phi} \eta)\right)\right)$,
$u_{9}(x, t)= \pm \frac{\sqrt{c} \sqrt{1+\frac{4 \zeta \mu}{\Phi}+\frac{2 \nu^{2}}{\Phi}}}{\sqrt{3 k \theta}}\left(1 \mp 1 \pm \frac{\sqrt{\Phi}}{\nu}\left(-\operatorname{coth}_{\rho}(\sqrt{\Phi} \eta) \pm \sqrt{m n} \operatorname{cosech}_{\rho}(\sqrt{\Phi} \eta)\right)\right)$,

$$
\begin{align*}
u_{10}(x, t)= & \pm \frac{\sqrt{c} \sqrt{1+\frac{4 \zeta \mu}{\Phi}+\frac{2 \nu^{2}}{\Phi}}}{\sqrt{3 k \theta}}\left(1 \mp 1 \pm \frac{\sqrt{\Phi}}{2 \nu}\left(\tanh _{\rho}\left(\frac{\sqrt{\Phi}}{4} \eta\right)\right.\right.  \tag{83}\\
& \left.\left. \pm \operatorname{coth}_{\rho}\left(\frac{\sqrt{\Phi}}{4} \eta\right)\right)\right) \tag{78}
\end{align*}
$$

Set 3. When $\nu=p, \mu=p q,(q=0)$ and $\zeta=0$, then.
$u_{11}(x, t)=3\left(\rho^{p \eta}-q\right)$.
Set 4. When $\mu=0$ and $\nu \neq 0$, then.
$u_{12}(x, t)=-3\left(\frac{m \nu}{\zeta\left(\cosh _{\rho}(\nu \eta)-\sinh _{\rho}(\nu \eta)+m\right)}\right)$,
$u_{13}(x, t)=-3\left(\frac{\nu\left(\sinh _{\rho}(\nu \eta)+\cosh _{\rho}(\nu \eta)\right)}{\zeta\left(\sinh _{\rho}(\nu \eta)+\cosh _{\rho}(\nu \eta)+n\right)}\right)$.
Set 8. When $\nu=p, \zeta=p q, \quad(q \neq 0$ and $\mu=0)$, then.
$u_{14}(x, t)=-3\left(\frac{m \rho^{p \eta}}{m-q n \rho^{p \eta}}\right)$.

## Dynamical behaviour

This section aims to study the dynamical behavior of the fractional
MEW equation and the influence of the system's parameters on certain type of the solutions.

Equation (56) can be expressed as a 2D-dynamical system in the form.
$U^{\prime}=y, y^{\prime}=-A U+B U^{3}$,
where $A=\frac{-1}{\gamma k^{2}}, B=\frac{-\theta}{c \gamma k}$ are new constants that are introduced for simplicity. The dynamical system (83) is a conservative Hamiltonian system with one degree of freedom describing physically the onedimension motion of a unit mass particle. Its Hamilton function admits the form.
$H=\frac{1}{2} y^{2}+\frac{A}{2} U^{2}-\frac{B}{4} U^{4}$.
It is obvious the Hamiltonian (84) does not rely explicitly on the independent variable $\eta$ which plays the role of the time in Hamiltonian mechanics. Hence, it has a conserved quantity in the form.
$\frac{1}{2} y^{2}+\frac{A}{2} U^{2}-\frac{B}{4} U^{4}=h$,
where $h$ is an arbitrary parameter. Employing the first equation in (83) and the conserved quantity (85) and separating the variables, we obtain the next one-differential form.


Fig. 1. 2D and 3D graphics of hyperbolic traveling wave solution for Eq. (60) at.. $\left\{\theta=0.5, \lambda_{0}=0.5, \lambda_{1}=1, \beta=4, C_{1}=1, c=0.5, k=0.2\right\}$


Fig. 2. 2D and 3D graphics of hyperbolic periodic traveling wave solution for Eq. (64) at.. $\left\{k=0.8, \theta=1, \lambda_{0}=0.5, \lambda_{1}=-1, \beta=2, C_{1}=0, C_{2}=1, c=1\right\}$


Fig. 3. 2D and 3D graphics of trigonometric traveling wave solution for Eq. (65) at.. $\left\{k=0.8, \theta=1, \lambda_{0}=0.5, \lambda_{1}=-1, \beta=2, C_{1}=1, C_{2}=0, c=1\right\}$


Fig. 4. 2D and 3D graphics of trigonometric traveling wave solution for Eq. (69) at.. $\left\{k=0.6, \theta=1, \mu_{0}=0.8, \zeta=1, \beta=2, c=1, \nu=2\right\}$


Fig. 5. 3D graph of trigonometric traveling wave solution for Eq. (71) at.. $\{k=$ $\left.0.6, \theta=1, \mu_{0}=0.8, \zeta=1, \beta=2, c=1, \nu=2, m=2, n=1\right\}$
$\frac{d U}{\sqrt{Q_{4}(U)}}=\frac{1}{\sqrt{2}} d \eta$,
where.
$Q_{4}(U)=B\left[U^{4}-\frac{2 A}{B} U^{2}+\frac{4 h}{B}\right]$.
To integrate both sides of Eq. (86), the range of the parameter $A, B, h$ are required. One of the most significant methods to find this range is the bifurcation analysis. This method acquires their significant from it gives the required range of the parameters and at the same time determines the type of the solution before constructing them. For instance, the existence of periodic, heteroclinic, and homoclinic orbits for the system (83) refers to the presence of periodic, kink(anti-kink), and solitary wave solution. This method was applied successfully in various works, see, e. g., [60-64].

Now, we are going to apply the qualitative theory for planar dynamical system for the system (83) [65]. The system (83) has a unique
equilibrium point $E_{1}=(0,0)$ if $A B<0$ while it has three equilibrium points $E_{1}=(0,0), E_{2,3}=\left( \pm \sqrt{\frac{A}{B}}, 0\right)$. The natural of these equilibrium points can be determined by using the eigenvalue of the Jacobi matric corresponding the system (83). It has the form $\lambda_{1,2}= \pm \sqrt{3 B U^{2}-A}$. The values these eigenvalues at the equilibrium points are Figs. 1-9.
$\lambda_{1,2}\left(E_{1}\right)= \pm \sqrt{-A}, \lambda_{1,2}\left(E_{2,3}\right)= \pm \sqrt{A}$.
Thus, we have the following two cases:

- If $A B<0$, the system (83) has one equilibrium point $E_{1}$ which is a saddle if $A<0, B>0$ and it is a center point if $A>0, B<0$. Fig. 12 (a) and (b) outline this case.
- If $A B>0$, the system (83) has three equilibrium points $E_{1,2,3}$. If $A>$ $0, B>0$, then $E_{1}$ is a center point and $E_{2,3}$ are saddle points while if $A<0, B<0$, then $E_{1}$ is a saddle point and $E_{2,3}$ are center points. Fig. 10 (c) and (d) outline this case.

The value of the parameter $h$ at the equilibrium points are:
$h_{1}\left(E_{1}\right)=0, h_{2}=\frac{A^{2}}{4 B}$.
As we know, any phase orbit is an energy level curve, which is described as.
$C_{h}=\left\{(U, y) \in \mathbb{R}^{2}: H=h\right\}$.
The phase portrait outlined by Fig. 10 can be describe in the following item.

- If $A<0, B>0$, all the phase orbits are unbounded for all values of the parameter $h$. Hence, the integration of equation (86) along any of these orbits give unbounded wave solutions.
- If $A>0, B<0$, the system (83) as a unique family of bounded periodic phase orbit. Consequently, the integration of both sides of equation (86) implies to bounded wave solution which is periodic.


Fig. 6. 2D and 3D graphics of hyperbolic traveling wave solution for Eq. (75) at. $\left\{k=0.6, \theta=1, \mu_{0}=0.8, \zeta=1, \beta=2, c=1, \nu=2\right\}$


Fig. 7. 3D graph of exponential traveling wave solution for Eq. (79) at.. $\{k=$ $0.6, p=0.5, q=0.5, \beta=2, c=1, \rho=2\}$

- If $A>0, B>0$, the system (83) has different families of orbits in which some is bounded, and the other is unbounded. For $h>h_{2}$, there is a family of unbounded orbit in green $\left\{C_{h}: h>h_{2}\right\}$. For $h=$ $h_{2}$, there is a heteroclinic orbit in red connecting the two saddle points $E_{2,3}$ and this type of orbit refers to the existence of kink (or anti-kink) wave solution. For $h \in] 0, h_{2}$, there are three types of phase orbits in blue. Two of them are unbounded and they arise outside the heteroclinic orbit $C_{h_{2}}$ while the other is periodic, and it appears inside the heteroclinic orbit. For $h=0$ and $h<0$, there are unbounded phase orbits in black and brown respectively.
- If $A<-1, B<-1$, the system (83) has different families of bounded orbits. For $h \in] h_{2}, 0$ [, there are two families of periodic orbits in green which are placed inside the homoclinic orbit $C_{h=0}$. The existence of homoclinic orbit refers to the existence of solitary wave solution. For $h>0$, there is a family of super periodic orbit in blue which implies to the existence of super periodic wave solutions.


Fig. 8. 3D graph of traveling wave solution for Eq. (81) at.. $\{k=0.6, \zeta=1, \beta=$ $2, c=1, \nu=2, n=2\}$

In the following subsection, we restrict ourselves to construct only bounded wave solutions, which are related with the phase bounded orbits. Moreover, we study the influence of the parameters on the types of the solutions.

## Wave solutions

## Solitary wave solution

This type of solution corresponding to the homoclinic orbit, which exists if $A<0, B<0, h=0$. The solitary solution has the form.
$U=\sqrt{\frac{2 A}{B}} \operatorname{sech} \sqrt{-A}\left(\eta-\eta_{0}\right)$.
where $\eta_{0}$ is an integration constant.

## Kink (anti-kink) solution

This kind of the solution associated with the heteroclinic orbit which arise if $A>0, B>0, h=h_{2}$ as outlined by Fig. 10(c) in red which


Fig. 9. 3D graph for traveling wave solution for Eq. (82) at.. $\{k=0.6, p=0.5$, $q=0.3, \beta=2, c=1, \rho=2, m=2, n=1\}$
connected the two saddle points. Thus, we have a solution in the form.
$U=\sqrt{\frac{A}{B}} \tanh \sqrt{\frac{A}{2}}\left(\eta-\eta_{0}\right)$,
where $\eta_{0}$ is the integration constant.

## Periodic solution

As outlined by the phase portrait in Fig. 10, there are several periodic orbits, which are related to the existence of the periodic solutions. Let us calculate them individually:

- For $A>0, B<0, h>0$, there is one family of periodic orbits around the center point $E_{1}(0,0)$ in blue as illustrated in blue by Fig. 12(b). Integrating equation (86) along one of these orbits, we obtain
$U=u_{1} \mathrm{cn}\left(\sqrt{-\frac{B}{2}\left(u_{1}^{2}+u_{2}^{2}\right)}\left(\eta-\eta_{0}\right), \frac{u_{1}}{\sqrt{u_{1}^{2}+u_{2}^{2}}}\right)$
where $u_{1}^{2}, u_{2}^{2}$ are the roots of the quadratic polynomial $X^{2}-\frac{2 A}{B} X+\frac{4 h}{B}$.
- For $A>0, B>0, h \in] 0, h_{2}[$, there is a family of periodic orbits in blue around the center point $E_{1}=(0,0)$ that lie inside the hetroclinic


Fig. 10. Phase portrait for the dynamical system (83). The black solid boxes indicate the equilibrium points.

(a) The effect of parameter $A$ with fixing $B=-1$

(b) The effect of parameter $B$ with fixing $A=-1$

Fig. 11. The influence of parameters on the solitary solution (91).

(a) The effect of parameter $A$ with fixing $B=1$

(b) The effect of parameter $B$ with fixing $A=1$

Fig. 12. The influence of parameters on the kink solution (92).

(a) The effect of parameter $A$ with fixing $B=1$

(b) The effect of parameter $B$ with fixing $A=1$

Fig. 13. The influence of parameters on the kink solution (94).


Fig. 14. The influence of parameters on the kink solution (94).
orbit in red, see Fig. 10 (c). Integrating both sides of Eq. (86) along one orbit of this family, we get
$U=u_{1} \operatorname{sn}\left(u_{2} \sqrt{\frac{B}{2}}\left(\eta-\eta_{0}\right), \frac{u_{1}}{u_{2}}\right)$,
where $u_{1}^{2}, u_{2}^{2}$ are the roots of the quadratic polynomial $X^{2}-\frac{2 A}{B} X+\frac{4 h}{B}$ with $0<u_{1}<u_{2}$.

- For $A<0, B<0, h \in] h_{2}, 0[$, there is two families of orbits in green about the two centers point $E_{2,3}$ as clarified in green by Fig. 10 (d). Integrating Eq. (86) along one of these orbits, we have
$U=u_{2} \operatorname{dn}\left(\sqrt{-\frac{B}{2}}\left(\eta-\eta_{0}\right), \sqrt{1-\frac{u_{1}^{2}}{u_{2}^{2}}}\right)$,
where $u_{1}^{2}, u_{2}^{2}$ are the roots of the quadratic polynomial $X^{2}-\frac{2 A}{B} X+\frac{4 h}{B}$ with $0<u_{1}<u_{2}$.


## Super periodic solution

For $A<0, B<0, h>0$, there is a family of super periodic orbits around the two equilibrium points $E_{2,3}$ as illustrated by Fig. 10 (d). Integrating along one of these orbits, we obtain a solutions.
$U=u_{1} \mathrm{cn}\left(\sqrt{-\frac{B}{2}\left(u_{1}^{2}+u_{2}^{2}\right)}\left(\eta-\eta_{0}\right), \frac{u_{1}}{\sqrt{u_{1}^{2}+u_{2}^{2}}}\right)$,
where $u_{1}^{2}, u_{2}^{2}$ are the roots of the quadratic polynomial $X^{2}-\frac{2 A}{B} X+\frac{4 h}{B}$ with $0<u_{1}<u_{2}$.

## Parameters affecting solutions

This section aims to study numerically the influence of the parameters $\theta, \gamma$ for fixed values of $k, c$ on the obtained solutions in the previous subsection.

Fig. 11 describes the effect of the two parameters $A, B$ on the solitary wave solution (91). For fixing $B$, Fig. 11(a) outlines the amplitude of wave solution (91) decrease while the width increase with increasing $A$. Keeping $A$ fixed, Fig. 11(b) clarifies both amplitude and width of the wave solution (91) increase when $B$ increases.

Fig. 12 illustrates the effect of the parameter $A, B$ on the kink wave solution (92). For fixing $B$, the amplitude of the kink solution (92)
increases with increasing $A$. But for making $A$ fixed, the amplitude decreases with increasing $A$.

Fig. 13 outlines the impact of the parameters $A, B$ on the periodic wave solution (94). Keeping $B$ fixed, both the amplitude and the width of the wave solution (94) decrease with increasing $A$ as outlined by Fig. 13 (a). But for keeping $A$ fixed, both the amplitude and the width of the wave solution increases with increasing the growth of the parameter $B$.

Fig. 14 illustrates the impact of the parameters $A, B$ on the super wave solution (96). Fig. 14 (a) shows both the amplitude and the width of the super wave solution (96) decrease with keeping $B$ fixed. Whereas Fig. 14(b) outlines the amplitude and the width of the super wave solution (96) increase with fixing $A$.

## Results and discussions

To show the dynamics and behavior of our obtained solutions, various exat traveling wave solutions in Eqs. (60), (64), (65), (69), (71), (75), (79), (81) and (82) are graphically represented and compared in both 3D and 2D plots in Figs. 1-9 for various parameters' values. A 3D plot highlights the amount of variation over a while or compares multiple wave items. The 2D line plots are used to represents very high and low frequency and amplitude. The plots are constructed with unique values of $\alpha \in(0,1]$ for different values of free parameters. The plots denote many natures, such as the trigonometric, hyperbolic and rational wave solutions and other forms of the solution generated by the correct physical description by choosing different free parameters. We can observe the plotted graphs Figs. 1-9 that the wave's frequency and amplitude change with the change of fractional and time parameters. In the concept of mathematical physics, a soliton or solitary wave is defined as a self-reinforcing wave packet that upholds its shape. At the same time, it propagates at a constant amplitude and velocity. Soliton is the solutions of a widespread class of weakly nonlinear dispersive partial differential equations describing physical systems. These soliton type solutions key physical structures are displayed in 4, namely their trajectories, solitary wave solutions, periodic wave solutions, king and antiking wave solutions and most prominent supernonlinear periodic wave solutions.

## Conclusions

In this paper, we applied the $\left(1 / G^{\prime}\right)$ - expansion method, modified
$\left(G^{\prime} / G^{2}\right)$ - expansion method and the new extended direct algebraic methods in a satisfactory way to find the exact solutions of the M-fractional MEW equation. Various obtained solutions are in the form of hyperbolic, trigonometric and rational forms are entirely different forms which have been reported in previously published studies [49-56]. We have also depicted some of the obtained solutions graphically and concluded that the obtained results are accurate, efficient and versatile in mathematical physics to solve other nonlinear fractional differential equations. Further, by using bifurcation theory, we successfully studied the bifurcation behavior of nonlinear fractional MEW equation. It was seen that nonlinear fractional MEW equation underpins nonlinear solitary wave, periodic wave, king and antiking wave and most prominent supernonlinear periodic waves.
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