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Abstract
The human eye is responsible for the visual reorganization of objects in the environment. 
The eye is divided into different layers and front/back areas; however, the most important 
part is the retina, responsible for capturing light and generating electrical impulses for 
further processing in the brain. Several manual and automated methods have been pro-
posed to detect retinal diseases, though these techniques are time-consuming, inefficient, 
and unpleasant for patients. This research proposes a deep learning-based CSR detection 
employing two imaging techniques: OCT and fundus photography. These input images are 
manually augmented before classification, followed by training of DarkNet and DenseNet 
networks through both datasets. Moreover, pre-trained DarkNet and DenseNet classifiers 
are modified according to the need. Finally, the performance of both networks on their 
datasets is compared using evaluation parameters. After several experiments, the best accu-
racy of 99.78%, the sensitivity of 99.6%, specificity of 100%, and the F1 score of 99.52% 
were achieved through OCT images using the DenseNet network. The experimental results 
demonstrate that the proposed model is effective and efficient for CSR detection using the 
OCT dataset and suitable for deployment in clinical applications.
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1 Introduction

The eye is a light-sensitive organ that provides vision in humans. The human eyes consist 
of the following parts: iris; which is the colored area of the eye and controls the amount 
of light entering the eye; cornea; which is the transparent layer on the front and assists 
in focusing the light; pupil; is the blackish round opening that allows the entry of light, 
conjunctive; is a thin tissue layer which covers front area except cornea, and lens focuses 
the light on the retina of the eye. However, most area of the eyeball is filled with a color-
less gel called vitreous. Moreover, there is a lining consisting of light-sensing cells called 
the retina on the back of the eye. Photoreceptive cells in the retina, cone, and rod cells, 
can spot the light rays and transmit this information to the brain using the optic nerves. 
In the center of the retina, there is a small area called the macula, which is responsible for 
central vision [14]. While viewing an object, rays of light from that object pass through the 
vitreous and focus on the retina. Following that, the cells in the retina convert these light 
signals into impulses and send them through millions of optic nerve neurons. The cornea’s 
irregular shape bends the light rays at different angles, which can sometimes form blurry 
images. Another function of the cornea is to protect the eye from other particles and start 
the refractive process. The cornea is an integral part of the eye, and minor damage can 
cause visual impairment [10]. Figure 1 [22] depicts the detailed anatomy of the human eye.

Any damage or disorder of the cornea, retina, pupil, or sclera can cause temporary or 
permanent vision loss. Some of the common visual disorders are macular degeneration, 
leading to central vision loss in old age, cataract or clouding of the lens, which causes 
blurry vision, glaucoma due to increased intraocular pressure with long-term visual impair-
ment, optic neuritis occurs due to the inflammation of optic nerve because of multiple con-
ditions including immune reaction, retinitis or the inflammation of the retina and central 
serous retinopathy (CSR) due to fluid builds up in the macula. CSR is the fourth most 

Fig. 1  Human Eye Anatomy [22]
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common disease of the retina and mostly affects men in the age range of 20 to 50, while 
the affected females are slightly older. The most common associated problems of CSR are 
hyperopic, myopic shift, micropsia, central scotoma, reduced central sensitivity, and meta-
morphopsia [34]. CSR is clinically diagnosed using multiple tests with techniques such as 
tonometry to measure the intraocular pressure, slit lamp, OCT, and fundoscopy to examine 
the retina, and fluorescein angiography for taking fluorescence-labeled retinal images.

OCT (optical coherence tomography) is an imaging method based on light, which is low 
coherence and generates 2D and 3D images dispersed from the biological tissues. How-
ever, this technique is routinely used in medical fields and nondestructive testing. Addition-
ally, this imaging technique has attracted the interest of doctors and eye specialists as it 
produces morphology of tissues with high pixel resolution compared to other methods such 
as MRI and ultrasound.

The technology has evolved and improved diagnostics techniques in ophthalmology 
with the passage of time. The detection and diagnosis of disorders [6] such as hypertensive 
retinopathy [3, 4], diabetic retinopathy [1, 27, 30], CSR [18], and papilledema [2, 31] can 
be performed using Deep Learning and Machine Learning methodologies with fundus [5, 
7] and OCT scans. The imaging of CSR using the fundus method is the process in which 
3D images are represented by 2D employing reflected light for projecting the retina tis-
sues on the imaging plane. The color areas of the fundus image represent the reflected 
light intensities of the waveband. Figure 2 [33] depicts the fundus image of the eye with 
landmarks.

The leakage site located in CSR is very crucial, and it is mainly done using fluores-
cein angiography. This method is widely used in clinical practice nevertheless has several 
drawbacks, including patients’ discomfort and time consumption. However, fundoscopy 
is a suitable method of analyzing CSR characteristics, but they are less specific than the 
angiogram.

Artificial intelligence (AI) technology has advanced in recent years, and it is currently 
used in every sphere of life for the benefit of humanity [35]. In healthcare, several attempts 
are being undertaken to integrate AI technology to improve medical treatments. Machine 

Fig. 2  Fundus Image with Land-
marks [33]
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learning is developing new methods and techniques for disease identification at early stages 
to prevent further damage to disorder and reduce health-threatening factors worldwide [16, 
19]. However, an automatic identification of CSR using the image processing of fundus 
images in patients without angiograms can improve the diagnosis. Image processing opera-
tions segment the main areas of the retina, such as the macula and optic disk and extract 
the area of interest for further classification purpose. Several recent investigations focus on 
the classification of normal and CSR patients using convolutional neural networks, support 
vector machines, ensemble classifier, and random forest. The diagnosis of the CSR using 
fundus images with the convolutional neural network improved the accuracy and reduced 
time consumption compared to the clinical diagnostic methods. Figure 3 shows different 
retinal layers in OCT image.

This paper presents a convolutional neural network-based framework for the classifi-
cation of normal and CSR using fundus images and OCT images. Furthermore, a com-
parative analysis of transfer learning-based models is performed on different networks, fol-
lowed by data augmentation.

The rest of the paper is organized as follows. Section  2 analyzes the researches car-
ried out in the past and their drawbacks. Section 3 evaluates the detailed discussion of the 
proposed method for classification of CSR. Section 4 discusses the experiment procedures 
of proposed method. Section 5 discusses the outcomes and findings of the proposed frame-
work, and conclusion of the research is presented in section 6.

2  Literature review

The Convolutional Neural Network (CNN) is a deep learning (DL) architecture that 
requires unstructured data (such as scanned images) as inputs, that allocate learning 
weights and biases to different viewpoints/entities in the image and have the option to sepa-
rate one from the other based on their significance. The development of the CNN declares 
the capacity to learn automatically specific to a training dataset as per the predictive 

Fig. 3  Different retinal layers in OCT image OPL: outer plexiform layer, ILM: inner limiting membrane, IS/
OS: photoreceptor inner segment and outer segment layers, BM: Bruch’s membrane. RPE: retinal pigment 
epithelium layer [38]
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modeling problem. However, the image classification can be the best example of CNN and 
their outcomes can easily be determined to specific features anywhere on input images. 
The input eye scan image goes through multiple convolutional layers which have the self-
learning ability to focus on the CSR patch. After the final CNN layer, the model can accu-
rately segment the image and determine the exact location and extent of the CSR patch. 
Similar to this patch, numerous other features related to various anomalies are focused on 
in different DL models. In this section, the use of various ML/DL techniques in the auto-
matic detection of CSR disease has been reviewed, along with a brief description of the 
results and limitations.

The automatic identification of chorioretinopathy is helpful in clinical practices to save 
the patient eye sight; however, detecting a significant chorioretinopathy such as central 
serous chorioretinopathy using fundus images has not been explored frequently in recent 
literature.

Yang Wen et  al. [39] designed a deep learning-based framework to detect CSR and 
classify acute and severe chorioretinopathy using fundus images. It was difficult to distin-
guish between the two groups of chorioretinopathy due to large similarities; however, this 
study employed a deep neural network and combined discriminative loss and focal loss 
to improve classification accuracy. Experimental results revealed that proposed method 
achieved 98.87% sensitivity, 97.69% accuracy, and 99.58% precision.

Carlos A. Ferreira et al. [13] proposed a subtraction method of images between early 
and late frames using vessel segmentation, vessel imprinting, image registration, early 
frames candidate selection, optic disc segmentation, optic disc, and background removal 
and leak segmentation. The proposed algorithm efficiently solved all problems to avoid 
compromise on performance and achieved a 0.87 precision value, 0.78 and 0.72 sensitivity 
value, and dice coefficient of 0.8 and 0.77 for the training and testing set.

Menglu Chen et al. [9], proposed a deep learning method to detect leakage areas of CSR 
using fundus angiography. The authors employed 2104 fundus images for processing in 
which macula and optic disk segmentation were performed using U-Net. However, leak-
age point segmentation was performed through an Attention Gated Network (AGN). The 
results showed that using AGN, 60.7% accuracy was achieved in correspondence to ground 
truth, and the dice value was 0.81; however, combining the elimination process to elimi-
nate false positives, accuracy and dice value improved up to 93.4% and 0.949 respectively.

J. David et al. [11] proposed a framework to predict the changes produced due to CSR 
in the retina using the fundus images, and image processing methods. This study presented 
a solution to the growth in CSR cases and patient discomfort caused by fluorescein dye 
injection. The proposed method comprised of wavelet transform and contrast enhancement 
for removing noise and image enhancement and compensation in pre-processing stage, 
which is combined with a segmentation algorithm for the detection of CSR leakage area 
automatically.

Zhen, Yi MD et al. [42] proposed deep learning method for the detection of CSR using 
fundus images. A total of 2504 OCT images were acquired form a publically available 
dataset. The proposed method removed noise and normalized the dataset and split into 
1:8:1 ratio for the testing, training and validation purpose. Moreover, Inception-V3 clas-
sifier was employed for training. For analyzing the algorithm’s capability, non-parametric 
receiver operating characteristic analyses were performed along with two expert ophthal-
mologists independently reviewing the dataset to compare the performance of the proposed 
method employing Cohen’s Kappa coefficients. The proposed method efficiently detects 
the CSR and attained an AUROC value of 0.934.
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WJ Lee et al. [28] proposed a time domain-based assessment of CSR characteristics 
using fundus images. This study used different analytical methods such as leakage point 
intensity, staining patterns, and serous retinal detachment area with minimal variations. 
Moreover, the authors classified 52 cases into normal, chronic, and acute CSR classes. 
Results showed mixed patterns in fundus images with different intensities and patterns 
in retinal pigment epithelium areas and attained 97.61% accuracy.

Marta Zola et al. [44] conducted a pattern analysis of chronic central serous chori-
oretinopathy using fundus images. This study used the Heidelberg Retina Angiography 
with a cutoff barrier filter of 500 nm and excitation light of 488 nm. The changes in FAF 
patterns were investigated in 157 patients with chronic CSR. The most common altera-
tion was changed in hyper-autofluorescence zones where hyper-reflective dots emerged 
or disappeard. The hypo-autofluorescence takes an average of 24  months to develop 
from granular hypo-autofluorescence. Hence, there were no patterns to anticipate the 
emergence of confluent CSR.

Tetsuju Sekiryu et al. [32] proposed a technique to investigate infrared fundus images 
for CSR detection. This research employed 83 eyes of 80 CSR patients from the same 
institution. The short-wave autofluorescence (SW-AF), infrared auto-fluorescence (IR-
AF), optical coherence tomography, and fundus color images were assessed. Analysis 
revealed that granular hyper-SW-AF was observed in 64% of eyes, and granular hyper-
IR-AF was observed in 27% of eyes.

Umut Asli Dinc et al. [12] evaluated chronic and acute CSR using fundus image pat-
terns. The proposed investigation comprised of cross-sectional, prospective, and sin-
gle-center using OCT images, fundus angiography images. A total of 42 eyes images 
with both chronic and acute CSR were acquired from Marine Care Hospital. The angi-
ography’s leakage point showed that 80% of acute and 88.2% of chronic cases had 
Hypo-autofluorescence. The fluid accumulation in subretinal areas corresponding to 
Hypo-autofluorescence was shown in 92% of acute and 82.3% of chronic CSR cases. 
Therefore, fundus autofluorescence can differentiate acute and chronic CSR using dif-
ferent analytical characteristics.

Quick and accurate identification of CSR preserves the macula from severe damage and 
serves as a foundation for detecting different retinal disorders. CSR uses Optical Coherence 
Tomographic (OCT) images; however, designing a computationally accurate and efficient 
method remains difficult. Hassan et al. [17] developed an automatic and accurate frame-
work to detect CSR using OCT images employing pre-trained convolutional neural net-
works. The proposed method consists of image filtering, and enhancement to remove noise 
and improve contrast of OCT images. Pre-processed data was classified using three differ-
ent CNN models; GoogleNet, ResNet-18, and AlexNet. The experimental results showed 
that AlexNet outperforms the other CNN models by achieving 99.64% accuracy.

S. Khalid et al. [25] proposed a machine learning-based method to detect CSR using the 
OCT images. This method consists of sparse de-noise of the retinal image followed by seg-
mentation which generates the layers of the retina showing retinal thickness, followed by 
extraction of feature and the classification of processed using SVM. The proposed method 
utilized 90 OCT images to train the SVM classifier. This framework scored 99.86% speci-
ficity, 100% sensitivity, and 98.92% accuracy.

Z Ji et  al. [23] proposed the Hessian-based Aggregate comprehensive Laplacian of 
Gaussian algorithm that identified CSR without retinal layers segmentation. A total of 23 
OCT scans of longitudinal SD-OCT were used for the testing stage. In addition, the imple-
mentation process required B scans filtration into tiny mass regions reliant upon nearby 
convexity by storing the log-scale-normalized convolution reactions of each gLoG filter. 
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Testing results showed that the proposed method achieved a positive predictive value of 
93.65%, dice coefficient of 94.35%, and true positive value of 95.15%.

B. Hassan et  al. [20] developed a rational technique for grading and segmentation of 
CSR as per medical requirements. The proposed method comprised of the five stages: pre-
processing, segmentation of the retinal layer using a tensor graph, detection of retinal flu-
ids, feature selection, and classification using SVM. The proposed method achieved a true 
negative rate of 100%, a true positive rate of 96.77%, and a precision of 97.7%.

Several researchers observed that combining ML algorithms and OCT images efficiently 
classify the CSR. R V Teja et al. [36] proposed a method which based on a combination of 
deep lab algorithm and random forest classifier for CSR detection. A total 768 scans were 
employed for testing the proposed method. The proposed method was compared to expert’s 
analysis achieving f1-score of 86.23%.

Table  1 summarizes the past papers for the detection of CR using OCT and fundus 
imaging methods.

This section significantly analyzes the researches carried out in the past to detect CSR 
and retinal fluid caused by CSR. In all instances, the quantity of the dataset is the most 
important factor in determining the validity  of the results. According to some of the 
researchers, their results indicate an accurate diagnosis of the CSR disease based on mod-
els trained on OCT and fundus imaging datasets. However, there is still a room of improve-
ment in terms of computational complexity, class imbalance issue, and data augmentation 
techniques. Additionally, most datasets are insufficient in size to fully train the models to 
detect any subsequent abnormalities in image data provided to them for evaluation.

In the field of machine learning and deep learning, one notable drawback is the reli-
ance on private and local datasets for training and testing models. The use of such datasets 
raises concerns about the integrity and authenticity of the results obtained from these mod-
els. The lack of transparency regarding the data sources and the inability of independent 
researchers to replicate and verify the findings hinder the progress and trustworthiness of 
the research.

To address these limitations, this research introduces a novel framework that aims to 
detect Central Serous Retinopathy (CSR) using publicly available OCT and fundus images. 
The utilization of publicly accessible datasets enhances the transparency and reproducibil-
ity of the study. Researchers can easily access the same datasets and evaluate the proposed 
framework, which fosters collaboration and fosters the advancement of knowledge in the 
field.

The framework leverages two pre-trained neural networks: DenseNet and DarkNet. 
These networks have been extensively trained on large-scale datasets and have demon-
strated high performance in various computer vision tasks. By utilizing these pre-trained 
models, the proposed framework can benefit from the learned representations and features 
extracted from diverse and extensive datasets.

The first component of the framework involves employing DenseNet, a powerful con-
volutional neural network architecture, to process OCT (Optical Coherence Tomography) 
images. OCT images provide detailed cross-sectional information about the retinal layers, 
enabling the detection of CSR-related abnormalities. The pre-trained DenseNet model can 
efficiently analyze the OCT images and extract relevant features indicative of CSR.

The second component utilizes DarkNet, another widely used deep neural network, to 
analyze fundus images. fundus images capture the overall appearance of the retina and pro-
vide valuable insights into various retinal conditions. By leveraging the pre-trained Dark-
Net model, the framework can effectively identify CSR-related patterns and abnormalities 
in the fundus images.
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The combination of these two neural networks within the proposed framework enables 
comprehensive analysis and detection of CSR using publicly available OCT and fundus 
images. By utilizing pre-trained models and publicly accessible datasets, the research aims 
to enhance the integrity and authenticity of the results, allowing for greater collaboration, 
verification, and further advancements in the field of CSR detection.

It is important to note that while the utilization of public datasets improves transpar-
ency, the quality and representativeness of these datasets should still be carefully consid-
ered. Researchers must ensure that the public datasets adequately capture the diversity and 
complexity of real-world cases to achieve reliable and generalizable results.

The major advantages of this research are mentioned below:

1. This paper presents an modified DenseNet, and DarkNet classifiers for the classifica-
tion of CSR. However, the modification in the layers of the model has been performed 
according to the problem statement.

2. The modified DenseNet classifier model stimulates the feature reuse but also minimizes 
the number of parameters which improves the overall accuracy of the detection of CSR. 
As a result, it demonstrates improved computational and overall memory performance.

3. The modified architecture of the DarkNet consists of 61 layers including 5 blocks 
(1,2,4,4,2) which are a mixture of residual, 2 layers of 3 × 3 Conv, and 1 × 1 Conv. This 
modified architecture in terms of accuracy, outperformed other pre-trained classifiers.

4. The data augmentation strategy improves the proposed system’s efficiency and enhances 
the CSR detection rate.

5. The proposed CSR detection model will give agility, sustainability flexibility, and cost 
effectiveness, allowing it to better serve humanity.

Table 2 shows advantages of the proposed work that is the limitations in the existing 
methods.

3  Proposed method

This research considers two different imaging techniques that are OCT, and fundus photog-
raphy for CSR detection. Initially, both imaging modalities’ input images are augmented 
to increase training and testing data so that the neural network can perform efficiently. 
Following that, two modified pre-trained convolutional neural networks DarkNet, and 
DenseNet were trained on OCT and fundus images. Subsequently, the trained networks 
were used to classify the testing dataset into normal and CSR-affected images. Moreover, 
the experimental results were compared using the evaluation parameters to assess the per-
formance of proposed framework. Figure 4 shows the framework of the proposed compara-
tive method for classifying CSR and normal class using fundus and OCT images.

3.1  Dataset

Retinal disease can be diagnosed using imaging techniques such as MRI, angiography, 
OCT, and fundus images. This research employed different datasets for the training of pro-
posed method, one of that is OCT imaging acquired from a publically available Optical 
Coherence Tomography Image Database (OCTID) [15]. These OCT images were gathered 
using a raster scan machine with a two mm scan length and 512 × 1024 pixel resolution. 
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The employed dataset consists of 309 OCT images, of which normal images are 102, and 
CSR-affected images are 207. The fundus imaging dataset was acquired from a publicly 
available Kaggle repository [24]. There are 1000 fundus scans from 39 different classes, 
and they are part of the 209,494 fundus images used for testing and training the deep learn-
ing algorithms. Moreover, these images were collected from Joint Shantou International 
Eye Centre (JSIEC). This research utilized a total of 52 fundus images for two classes, 
of which 14 are CSR-affected images and 38 are normal images Fig. 5 shows the fundus 
images of CSR and normal class acquired form Kaggle dataset. However, Fig. 6 shows the 
OCT images of CSR-affected and normal class acquired form OCTID dataset.

3.2  Data augmentation

Before classification of the training set, input images are augmented. In a convolutional neu-
ral network, a larger number of input images are required to obtain the required classifica-
tion accuracy. Therefore, data augmentation is performed, which increases the total number of 
standard and CSR images of both the OCT and fundus database. The augmentation algorithm-
generated five images from a single image dataset using image processing, which implies that 

Fig. 4  Framework of Proposed Method

(a)           (b)

Fig. 5  Fundus Images of (a) normal eye (b) CSR-affected eye
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the data sets increased five times [29, 43]. In classification problems, the training data is used 
for the training of the network, but testing data is different from training data and is used to 
test the efficiency of the trained network. Different data augmentation methods such as shear-
ing, rotation, and horizontal and vertical flip were applied to attain several variants of the pre-
processed images.

1 Shearing: Shearing alters the orientation of the original image. This approach shifts 
the pixels of the image in a clockwise direction by using specified angles. This study 
utilized a 45-degree shearing angle for image transformation.

2 Rotation: An image is rotated between 0 to 360 degrees in a clockwise direction in the 
rotation technique. The 120-degree rotation was used in this study for image transforma-
tion.

3 Horizontal and Vertical Flip: In this method of flipping, the pixels move either hori-
zontally or vertically.

The original datasets OCT and fundus contains 116 and 245 images respectively, there-
fore, the data augmentation technique was much needed to train the deep learning architecture. 
However, after applying data augmentation techniques, the datasets size extended to 580 and 
1220 for OCT and fundus dataset respectively. Figure 7 shows the graphical representation of 
normal and CSR-affected classes for both datasets before and after augmentation.

3.3  Classification

The process of classifying two classes into their respective labels is known as classifica-
tion. Two modified pre-trained networks DarkNet and DenseNet were trained using the real 
labels of the two classes, and assessed using validation data without the labels to obtain the 
output confusion matrix. The modification details of both networks are given below.

The weights in the filter of the pre-trained convolutional neural network can be calcu-
lated through the parameters given below.

Where h represents the height of the filter, w represents the width of the filter, and c rep-
resents number of channels in the input image.

(1)h ∗,w ∗, c

(a)           (b)

Fig. 6  OCT Images (a) normal eye (b) CSR-affected Eye
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Similarly, by putting zeros between each filter element, the layer widens the filters. The 
dilation factor controls the step size for sampling the input, or the filter’s up-sampling fac-
tor. This function can be calculated through the following equation.

In addition, the total number of parameters in convolutional layer can be calculated as:

The output width and height of the convolutional layer is calculated by:

3.3.1  DenseNet

Each layer in the DenseNet design receives additional input from previous layers and passes 
its collection of features to all subsequent layers using concatenation technique. Each layer 
receives collective knowledge from the earlier layers as each layer inherits the function set 
from the earlier levels; the model can be thin and compact, with fewer channels. Moreover, 
the increase in rate k represents the extra number of channels for each layer. As a result, it 
demonstrates improved computational and memory performance.

In general, classic CNNs compute the output layers (lth) by applying a nonlinear trans-
formation  Hl (.) to the preceding layer’s output  Xl-1.

However, DenseNet  concatenate the layer output functionality maps with the inputs 
rather than sum them. DenseNet provides a simple communication mechanism for enhanc-
ing information flow across layers: The lth layer accepts input from all preceding levels’ 
features: The equation is then converted once again into:

where [X0, X1, X2, …, Xl−1] is a single tensor created by the concatenation of preceding lay-
ers’ output maps. Hl (.) is a non-linear transformation function among the functions. There 

(2)(Filter Size − 1) ∗ Dilation Factor + 1

(3)((h ∗ w ∗ c + 1) ∗ Number of Filters), where 1 is the bias.

(4)(Input Size − ((Filter Size − 1) ∗ Dilation Factor + 1) + 2 ∗ Padding)∕Stride + 1

(5)Xl = Hl(Xl−1).

(6)Xl = Hl[(X0,X1,X2,… ,Xl−1)]

           (a)                             (b) 
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Fig. 7  Graphical Representation of Data (a) before augmentation (b) after augmentation
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are three key operations in this function: batch normalization (BN), activation (ReLU), and 
pooling and convolution (CONV).

Batch Norm (BN) and ReLu with 3 × 3 convolution are finished for each layer of the 
composition, with an output vector of features of the k channels. After BN-ReLU-11 Conv, 
the BN-ReLU-33 Conv layer was used to reduce the size and complexity of the model. The 
layers are of 1 × 1 Conv after 2 × 2 average pooling, and the feature map size set the same 
in each DenseNet block. In addition, a softmax classifier is employed in the classification 
layer [21, 41]. The block diagram of the modified DenseNet is shown in Fig.  9, which 
consists of 4 dense block layers, originally, there were 3 dense blocks, and the third layer 
(BN + Relu + conv) was also removed from each dense block. Additionally, there are 60 
layers in the model shown, a set of convolution and pooling layers after each dense block 
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Fig. 8  Modified Architecture of DenseNet
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including four convolution and four pooling layers. In the dense block, there is a set of two 
layers, the first layer includes a batch normalization layer, a Relu layer, and 3 convolution 
layers, and the second layer includes the batch normalization layer, the Relu layer, 5 convo-
lution layers, and transition layer. The modified network model stimulates the feature reuse 
but also minimizes the number of parameters which improves the overall accuracy of the 
detection of CSR. Figure 8 shows the modified architecture of DenseNet.

3.3.2  DarkNet

DarkNet is a fast and effective (depending upon the batch size, training data, and epochs) 
open source neural network framework. However, it may be used to recognize objects in 
real-time and classify images up to 1000 different categories. Convolution (Conv), a mix-
ture of Relu layer, 2-D convolution, residual (consisting of 1 × 1 Conv and 3 × 3 Conv), 
and batch normalization are among the 32 layers that make up the DarkNet. The model 
consists of 5 blocks that are a mixture of (residual, 3 × 3 Conv, and 1 × 1 conv). The layers 
in each block increases as we proceed to the next block of DarkNet [37, 40]. In the existing 
DarkNet architecture, some modifications were made to enhance the accuracy of detection 
and preserve the necessary processing pace of the model. The modified architecture of the 
DarkNet consists of 61 layers including 5 blocks (1,2,4,4,2) which are a mixture of resid-
ual, 2 layers of 3 × 3 Conv, and 1 × 1 Conv. The number of blocks in the third and fourth 
layers were reduced from 8 to 4, and in the fifth block was reduced to two; however, the 
number of convolution layers of 3 × 3 in each block were increased up to 2 layers instead of 
one layer. Figure 9 shows the modified architecture of DarkNet.

4  Experiments

A deep learning-based binary classification model have been proposed in this study for 
CSR classification. Initially, CSR and fundus images were augmented to increase the num-
ber of images in the dataset. Following that, two pre-trained modified classifiers DenseNet 
and DarkNet were employed for the classification of normal and CSR-affected images. 
Moreover, evaluation parameters were used to compare the performance of both networks 
on OCT and fundus images.

4.1  Experiment setup

It is critical to properly train the model on the dataset before evaluating it. Therefore, the 
dataset employed for evaluating the efficiency of the proposed model is split into two sets 
i.e. training and testing. In this research, the dataset is divided into 70% for training and 
30% into testing data. In neural network training, some parameters are usually the weights 
of the connections. However, during the training phase, these parameters are usually 
learned; therefore, the input dataset tunes the required parameters. These parameters usu-
ally include learning rate, epochs, and batch size. The parameters include learning rate of 
0.0001, 12 epochs, and frequency of 18 for DarkNet and DenseNet training using fundus 
images. Similarly, the DarkNet and DenseNet training using OCT images utilized a learn-
ing rate of 0.0001, 12 epochs, and a frequency of 21. Table 3 shows the tabular representa-
tion of learning parameters.
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4.2  Evaluation matrices

The metrics values used for the model performance quantification are termed as evalu-
ation parameters. The selection of evaluation parameters depends upon machine learn-
ing tasks, such as regression, clustering, ranking, topic modeling, and classification. 
Regression and classification are the major tasks of supervised learning, that mostly 
consist of machine learning applications. Evaluation parameters for evaluating the clas-
sification models include F1 score, accuracy, confusion matrix, sensitivity, specificity, 
logarithmic loss, and area under curve. This study used the following parameters for 
evaluation; confusion matrix, accuracy, specificity, and sensitivity [8].

The confusion matrix is the detailed breakdown of every class’s incorrect and correct 
classification outcome. When the confusion matrix is generated, four types of outputs 
can result.

1. True Positive (TP): It predicts the observation of the class, which is the member of that 
class.

2. True Negative (TN): It predicts that this observation is not a member of the class, and 
it is not also a member of that class.

3. False Negative (FN): It predicts that this observation is not a member of the class but is 
a member of that class.

4. False Positive (FP): It predicts that this observation is a member of a class that is not a 
member of that class.

5. Accuracy: The correctly predicted data of testing set in percentage is called accuracy. 
It can be found by the division of correct predictions and total predictions.

6. F1 score: It is also the classification accuracy measure, which considers both recall and 
precision of the testing set to compute the result. Precision is the division of true posi-
tives by all predicted positive values, whereas recall is the division of true positives with 
all actual positives.

(7)Accuracy =
TN + TP

(TN + FP + TP + FN)
× 100

(8)F1 − score = 2x
Precision x Recall

Precision + Recall

Table 3  Learning Parameters of 
DenseNet and DarkNet

Network Parameters 
using OCT images

Network Parameters 
using Fundus images

DenseNet DarkNet DenseNet DarkNet

Initial Learning Rate 0.0001 0.0001 0.0001 0.0001
Epochs 12 12 16 16
Frequency 21 21 21 21
Batch Size 60 60 50 50
Optimizer SGDM SGDM SGDM SGDM
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7. Sensitivity: The proportionality measure of the actual positive observations is predicted 
as true positives. It implies that there is another actual positive observation proportion 
that can be predicted as incorrect as negatives.

8. Specificity: The proportionality measure of the actual negative observations is predicted 
as true negatives. It implies that there is another actual negative observation proportion 
that can be predicted as incorrect as positives.

In this research, two imaging modalities OCT and Fundus photography were com-
pared in this research using two separate pre-trained neural networks, DarkNet and 
DenseNet. It can be observed that fundus images achieved the highest accuracy of 
98.72%, the sensitivity of 98.28%, and an F1-score of 99.13% using the DenseNet neu-
ral network. CSR classification using OCT images has the highest accuracy of 99.78%, 
the sensitivity of 99.68%, and an F1 score of 99.84% for the DenseNet neural network. 
From the comparison of parameters of both imaging methods, it can be concluded 
that OCT image classification has slightly higher values compared to fundus image 
classification.

In the same way, DenseNet attained a good performance on both images compared to 
DarkNet based on the evaluation of parameters. It can be concluded that the proposed 
method using OCT images has outperformed in terms of efficiency and complexity even 
though pre-processing and segmentation was not utilized, that reduced the method’s 
time complexity and space complexity.

Figures 10, 11, 12 and 13 shows the training curves of DenseNet on OCT images, 
DarkNet on OCT images, DenseNet on fundus images, and DarkNet on fundus images 
respectively with validation accuracy of 99.13%, 97.19%, 100%, and 100%, respectively.

Figure 11 shows the accuracy and loss curve of DarkNet training using OCT images.
Figure 12 shows the accuracy and loss curve of DenseNet of fundus images.
Figure 13 shows the accuracy and loss curve of DarkNet using fundus images.
Table 4 shows the ablation study of modified DenseNet architecture with data aug-

mentation techniques.
In Table 5, ablation study is presented for the 4 experiments performed with modified 

versions of DenseNet network and augmentation of data. In experiment 1, total 3 lay-
ers of dense block, 2 layers of convolution layer and 4 layers of max pooling were used 
in the modified architecture of Dense Net with no data augmentation. This experiment 
attained a higher error rate and low f1-score. Similarly, in experiment 2, there are 3 
dense blocks, 2 convolution layer, and 3 max pooling layers with 3 times data augmen-
tation. This experiment showed a slightly better results than experiment 1. Experiment 
3 involves 4 dense blocks, 4 convolutional layers, and 3 max pooling layers with 4 times 
data augmentation and achieved better results than experiment 2. In experiment 4, dense 
blocks, convolutional layers, and max pooling layers were set to 4 with 6 times data 
augmentation technique. However, it gives the same results as the proposed method. 
Hence the proposed method with 4 dense blocks, 4 max pooling layers, and 4 convolu-
tional layer is suitable and finalized in the architecture of DenseNet, which performed 

(9)Sensitivity =
TP

FN + TP

(10)Specif icity =
TP

FP + TP
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better with error rate of 0.0022 and F1 score of 0.9984. Table 5 shows the ablation study 
of modified DarkNet architecture with data augmentation techniques.

Table 5 shows the summary of ablation study for the DarkNet experiments on different 
setups. In total, 4 experiments were performed by modifying the architecture of DarkNet 
and data augmentation. Experiment 1 employs 3 convolutional blocks, 4 convolutional lay-
ers with no data augmentation technique and attained high error rate and low f1-score. 
Similarly, experiment 2 was tested that includes 5 convolutional blocks, 5 convolutional 
layers without average pooling layer that slightly improved the efficiency. Furthermore, the 
third experiment consist of 5 convolutional blocks, 3 convolutional layers, and 1 average 

Fig. 10  Training Curve of Modified DarkNet using OCT Images

Fig. 11  Training Curve of Modified DarkNet using Fundus Images
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pooling layer with four times data augmentation and improved the results. In experiment 
4, 5 convolutional blocks, 4 convolutional layers, and average pooling layers were set to 1 
with 6 times data augmentation technique. However, it gives the same results as the pro-
posed method. Hence the proposed method with 5 convolutional blocks, 5 convolutional 
layers, and 1 average pooling layer is suitable and finalized in the architecture of DarkNet, 
which performed better with error rate of 0.0065 and F1 score of 0.9952.

5  Results and discussion

Computationally advanced and automated reliable detection of CSR through retinal images 
has remained a challenge. This study proposed an efficient framework for advanced and 
accurate CSR detection deploying pre-trained Convolutional Neural Networks through 
retinal images. A data augmentation technique was used to increase the number of images 
in the datasets. Moreover, the pre-trained are utilized for image classification and further 
employed on publically available retinal images dataset. The classified images are of high 
quality and have little to no noise. The images were captured using a high-quality camera 
with good lighting conditions. Therefore, the noise levels are low enough that they nei-
ther need de-noising nor significantly impact the classification accuracy. In future, the tech-
niques for de-noising [26] can be used on the noised images. The classification schemes 
and data augmentation method outperformed other proposed techniques in the literature. 
The results attained after experiments are given below. Figure  14 shows the confusion 
matrix for the testing set for DenseNet with OCT images, DarkNet with OCT images, 
DenseNet with fundus images, and DarkNet with fundus images.

Figure 15 depicts a graphical comparison of modified DenseNet and DarkNet for fundus 
images based on the evaluation parameters.

Figure 16 shows the graphical comparison of modified DenseNet and DarkNet for OCT 
images.

Fig. 12  Training Curve of Modified DenseNet using Fundus Images
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Table 4  Proposed DenseNet architecture and Data Augmentation on different Ablation Settings

Methods Dense Blocks Convolution 
Layers

Max Pool-
ing Layers

Data Augmen-
tation

Results

Error Rate F1-score

1 3 2 4 - 0.081 0.748
2 3 2 3 3 × 0.0566 0.89
3 4 4 3 4 × 0.0021 0.9717
4 4 4 4 6 × 0.0022 0.9984
Proposed Method 4 4 4 5 × 0.0022 0.9984

Table 5  Proposed DarkNet architecture and Data Augmentation on different Ablation Settings

Methods Convolution
Blocks

Convolution 
Layers

Average
Pooling Layer

Data Aug-
mentation

Results

Error F1-score

1 3 4 1 - 0.0671 0.7216
2 5 5 0 3 × 0.0614 0.9612
3 5 3 1 4 × 0.0584 0.9837
4 5 4 1 6 × 0.0064 0.9953
Proposed Method 5 5 1 5 × 0.0065 0.9952

Fig. 14  Confusion Matrix of (a) DarkNet with Fundus Images (b) DenseNet with Fundus Images (c) Dark-
Net with OCT Images (d) DenseNet with OCT Images
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5.1  Effect of learning parameters

5.1.1  Effect of change in epochs

Maximum number of epochs have a direct effect of accuracy up to some extent and then the 
curve normalizes. In case of both the DarkNet and DenseNet, accuracy rapidly increases 
with the increase in epochs from 0. The networks achieve their best accuracies at epoch 
9 but more generalization is achieved at epoch 12 as seen in the curve below. Figure 17 
shows the effect of change in epochs.

5.1.2  Effect of change in learning rate

In case of transfer learning, learning rate has a negligible effect on accuracy in transferable 
layers. On the other hand, learning rate can alter the decay in loss of training. As seen from 
the graph below, learning rate of 0.0001s is best suited for both the networks as both are 
pre-trained networks. Figure 18 shows the effect of change in learning rate.

Fig. 15  Comparison of Networks using Fundus Images

Fig. 16  Comparison of Networks using OCT Images
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5.1.3  Effect of change in batch size

Similar to learning rate, minimum batch size also exhibits same behavior for accuracy. 
Considering small number of images in database, a batch size of 62 is considered for 
experiments to have maximum results with acceptable computational complexity. Fig-
ure 19 shows effect of change in batch size.
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5.2  Comparative analysis

Table 6 presents the comparative analysis of the proposed methods with existing studies on 
both imaging techniques utilizing different detection algorithms.

The proposed model enhances the CSR detection rate, which means it can detect 
instances of CSR more accurately than other models. This is likely due to the use of effi-
cient pre-processing techniques, implementation of modified DenseNet and DarkNet clas-
sification models, and data augmentation, as well as other techniques used in the model’s 
design.

Moreover, the proposed CSR detection model is agile, sustainable, flexible, and cost-
effective, which suggests that it may have advantages over other models in terms of accu-
racy, speed, resource usage, adaptability, and affordability.

6  Conclusion

Central serous retinopathy is a retinal disease that affects the macula in the eye’s retina, 
damaging the vision and causing loss of vision if not detected at early stages, which may 
take preventive measures for aversion to impairment. Suffering from any impairment, we 
need assistance in daily work, which makes life difficult for everyone. However, an early 
diagnosis of a disease means more optimal treatment for CSR patients. Artificial intelli-
gence is developing new innovative technologies for the development and welfare of the 
human race. Several automated systems have been proposed in the literature to detect CSR. 
However, they all possesses some drawbacks including time complexity, computational 
complexity, class imbalance issues, and low accuracy and proven to be inaccurate. In con-
trast, this research proposes a fully automatic detection of CSR using OCT and fundus 
images employing modified DenseNet and DarkNet deep learning classifiers. The frame-
work of the proposed method consists of manual augmentation, training using DarkNet 
and DenseNet, and testing of the trained model. The comparative analysis revealed that 
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DenseNet performed well compared to DarkNet and achieved 98.72% accuracy for fundus 
images and 99.78% accuracy for OCT images. This research significantly contributes to 
applying retinal images to advance the body of knowledge in detecting CSR from retinal 
images. Besides, it also constitutes as a decision support system to further advance the 
decision-making for clinicians and scientists.

This research has some limitations. First, the number of retinal images used for test-
ing and training were limited. Therefore, data augmentation is performed. Moreover, this 
research used partially compatible hardware for experiments which resulted in utiliz-
ing more time. Nevertheless of above mentioned limitations, the developed methodology 
depicts a promising performance and put forward the need for further research.

This research demonstrates the suitability of the proposed framework for clinical use in 
assisting doctors and clinicians with diagnostic decisions related to retinal diseases. The 
efficiency of the system makes it capable of becoming a preference in the medical field for 
real-time applications. It can also help clinicians and doctors diagnose CSR and provide 
decision support for treatment planning. Moreover, the proposed method could be extended 
in early prediction of the CSR progression through retinal images. Therefore, in future 
designing, a combination of hardware and software to automatically detect CSR can be 
implemented with diversity of other CNN architectures and image processing techniques.
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