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ABSTRACT

This paper presents an approach towards constructing a class of Place/Transition nets for modelling, simulation and
control of processes occurring in the Flexible Assembly Systems. Its objective lics in the formal statcment of the
conditions allowing to design the ncts consisting of viable discrete control logic models, i.e. nets encompassing
admissible control of the processes flow. We consider batch production processes which can be decomposed into a set of
transportation and asscmbly operations. For cach operation, required resources arc identificd like workpiece buffers and
industrial robots. The approach proposed is applied to a decision support systcm whose design and operation is outlined.
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1. Introduction

In rccent years, the rescarch on control algorithms
and the design of stratcgics and programming languages
based on the General Net Theory have had an increasing
importance [1, 2, 3, 4].

In this paper, as the processcs to be controlled the
class of concurrent, pipeline-like flowing processes is
considered. Processes are specificd by production routes
and are performed on a system consisting of a [inite sct
of components. Each asynchronously acting process is
described as a partially ordered sct of operations running
in the time on relevant system components. It is assumed
that components can be sharcd among diffcrent, flowing
processes and that process operations arc cxccuied asyn-
chronously.

The problem studicd is concerned with finding out a
synchronization mechanism uscful for the automatic de-
sign of net modcls reflecting all admissible, i.c. deadlock
and buffer overflow free, control. The amount of the
components necessary to execute the processes is con-
sidered, as a preassumed constraint.

This paper is organized as follows. Scction 2 we re-
call the formalism cmployed, as well as introduce new
definition to aid futher considerations. In scction 3, we
state the main problem. In scction 4, we introduce two
standard forms of processes specifications as well as
present sufficient conditions for the synthesis of an al-
gorithm aimed at the simulation models design. Besides
the presentation of the algorithm an illustrative cxample
of its operation is given. Concluding remarks are finally
given in the last section.

2. Basic Notations and Definitions

A class of simple, and safc Place / Transition ncts is
considercd.

Definition 1

We define a simple and safe place / transition net
(PT-net, for short) by a quadruple PN = (P, T, E, Mg ),
where :

P and T are finited scts of places and transitions
respectively, suchthatP U T # ¢, PN T = ¢,

EC (P x T) U (T x P)isa flow relation such that
dom(E) U cod(E)=P U T,

Mgy : P —(0,1)is an initial marking .

Graphically, the PT-net is represented by a diagram
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having two types of nodcs; places, represented by cir-
cles, and transitions, rcpresented by bars. The elements
of the flow relation E are pictoriaily shown as arcs con-
nccting different types of nodes.

In order to describe a nct strycture, the following rep-
resentation is considered.

Definition 2.

Let PN = (P,T,E,Mo), IIPIl = m, IT = m be a PT-net.
ApairC = (C*,C -)is said to be the incidence matrix
of PN, where : C ¥+ = [¢*j] x n» C "= [C7jj)m x n - We
further define the backward incidence matrix : , and the

forward incidence matrix ;

{ 1ifp=t { 1ifp="t

=ct.. = -=Cc": =

Cr=c y 0 otherwise Cr=c 1 0 otherwise
While-t = {pl(p,t) e E} (t = {p | (tp) €

E } ) is called a set of the input (respectively output )
places of the transition t .

Morcover, PN will be described cither by the pair PN =
(C, Mg ) or by quadruple PN = (P, T, E, M, ). Also,
we write ; C [i] = ( C™[il, C " [i]) for the i-th row of
matrix C as well as C¥ [i, j] for the j-th column in the
i-th row of matrix C* (resp. C 7).

The dynamic propertics of a PT-nct are represented
by the position and movement of tokens ( indicated by
black dots ) in the places of the net . The arrangement of
tokens in a Petri Net defines the state of the net and is
called its marking. Every net is provided with an initial
marking Mg The capacity function K defines the maxi-
mum number of tokens in each place, in any permissible
marking of the nct. The marking may change as a result
of the firing of a transition by the following exccution
rule :

1) A transition is enabled ( or able to be fired ) if and
only if cach of its input places has at least one tok-
en.

2) Any enabled transition may be chosen to fire.

3) When a transition fires : i ) a token is removed from

each of its input places, and ii ) a token is deposited

into cach of its output places.

Definition 3:

A transition t € T is enabled at marking M if ( V p
e - t)M(p)=1)and (V p e t-\t-N. )
(M(p) =0).
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The occurrence (firing) of a transition t € T can fire
by removing a token from cach input place and putting a
token in cach output placc. This results in a new marking
M’, and we write : M [t > M.

Definition 4:

The next-state function § ¢ {0,1)™ x T — {0,1)" for
a Petrinct PN = (C, M0 ) is defined for each M and t i
such that t; is cnabled at M as follows :

3 (Mitj) =M+ U, (CT—C")whereU,,
is the unit m-vector which is zero everywhere except at
the i-th component.

Marking of a place represents the holding of a condi-
tion. The firing of a transition represents the occurrence
of an event, which ends a set of holdings and begins a
set of new holdings. Because of space limitations, the
definitions of the extended next-state function 3 *, of the
firing sequence 6, and of the rcachability sct of marking
R (C,M,) are omitted. They can be found in [ 5,6 1.

Now, let us recall the definition of the nct’s liveness
property playing the cssential role in further considera-
tions.

Definition 5:

A PN = (C,M,)isa live PT-netif( V te T)
(VMe R(CM)) (3IM’e R(C,M)) (tiscnabled
atM’).

1t should be noted that the property of Definition 5
implics the abscnce of dcadlocks in the system
modeclled.

In addtion to the above mentioned well - known def-
initions, let us introduce two new concepts @ concerning
the so called open qucucing PT-ncts (OQPT ncts, for
short), and a process performance matrix ( PPM ) .

Definiton 6 :

Consider PN = (P, T, E, M, ) being a PT - net. If
the following conditions hold it is said to be a pipcling
place/Transition net ( PPT-net, for short ). The condi-
tions are :

() T=(t;li=1,m),P=pUptplAPpl=y,
() PP={pli=1,m-1),
(ypePl) (3tjeT) (Il e T)
Cpi=1{t;Y&p; = {t;4))

(i) (V pyep") (3t ty,€ T)(tje -pi&tj,,
€ i)
(V t;,1;,, € T)(Elipj epn)(pjel-i&p
€ tist)s

(iv) Myis (1 xn) vector, wheren=IIPll such that ( V¥
pep) (M, (p = o),
WhereP- ={t | (p,t)e E} G.p=1(tl@,p

€ E })-is a sct of output ( resp. input ) transitions of a
place p.

Assumption 1.
Let PN = (P, T, E, Mg ) consisting of aset

{ Kpx = (Kp, Ky, K Ky ) 1K = 1,v) of pipeline
Place / Transition nct ( PPT - nets ), such that the

following conditions hold :

(iy p= L= i, P=P U P P Npl=y,

i=1,v
such that
1 | . 1 ] .
Pl= 7% ipl P = i=1,v ip'l,and
(Vi=1,v) Gj =1,v) G(#j & (ip!!
)y T=L—Ji, (vi,j=1,v) (izj—>iq
i=1,v
Nit=9),
(iii) E = ‘?_' ig,
1= sV

(iv) M, is an (1 xn)vector such that ( V pe p!
(M,(p) = Oand( VPe P (M, (p) = 1).

Definition 7.
A PN =(C, M, ) satisfying the assumption 1 is said
1o be an open queucing PT-net (OQPT-net, for short).

The conditions sufficient for the open queucing PT-
nct (OQPT-net, for short) liveness as well as an al-
gorithm aimed at the live OQPT - nets design have been
developed by Banaszak 7, 8, 9] .

Remark 1. From the above definition it follows that
each PN being an clement of the class of pipeline place/
transition nets ( PPT-nets ) contains one source and one
sink, and satisfics the following condition : (M, , ) =
M,.where My= 17 ty tg . bty
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Remark 2. For each PN being an clement of the class of
OQPT - nets such that PN = (PN 1k =T, v & KPN
PPT } there exists 0 =01 0 03 ... 0;..0, ,

O; =ty tyg e iy, where.

j-1

1 = Z r;,r; — isalengthof firing scquence o5,
i=1

such that

§(M,,0) =M

o

Remark 3. In the rest of this paper , in order to
model the inter-processes cooperation, we use the fol-
lowing interpretation for placces, transitions and tokens :

(1) Places represent conditions or resources (machincs)
or buffcrs.

(2) If a place represents a condition, a token in the place
indicates that the condition is true and no token in-
dicatcs that the condition is false. If a place repre-
sents the resource, a token in it represents the ma-
chine readincss 10 perform an operation, and if a
place represents a buffer, a token in it stands for a
workpicce.

(3) Transitions rcpresent operations, performed on sys-
tem components, involved in the course of the
workpicces transporatation or machining.

Definitions 8.

A matrix D = (D%, D7) such that D*, D™ are of size g
xn,and(Vie I,g) (D' [i] € 0,1"&D’[i] € {0,1}")
is said to be a Process Performance Matrix (PPM, for
short), if the following conditions hold :

(i) foreachtworows D [k], D [1], therc exists u € I—Tg
and a sequence D [i;] | j € T, u) such that D [k] =
D [i,l,
D [1] =D[i,Jand (Vq € Lu-1) (3j e 1,n)
(D*[i o, j] =
D fi,y, §1 =1V(D* (i, ,il1=D[i;,jl=1),

(ii) the matrix D consists of submatrices (D k1,v)
such that.

(ii-1) each D, consists of a sct of rows

A= (DM, +1I'] | 1'e i -i_ },where
D [ik_1 +1]and D [ik} stand for the first and the
last row of submatrix D, ,andi 0=0,

(ii—2) foreachle i,i ~i,_,, ther exists W = {k;,1 1
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els), WC T.i, -1, ,such that 1¢ W,and
there exists q € W such that ‘D [i, ., +1]C D’
(i;+qland

2. D'li +11-D " [i,, +r]) + (D*[i,, +1]
rer
-D " [i,_; +11)+ X’ {0,1)™, as well as for each

Wj=

2 D[y, +1]

rer
{0,1}™, hold , where .

Dk] = {jI D [k,j] = 1 & D*[i,j]#i},D’
[kl]={jID*[k,j=1&D[i,jl#1 ]}, moreover,

there exists an ordered set.,

(K,,I1'€i,jl,jel,s,
1

- D"[ik_l+r]) + X‘e

W=k llel,s)suchthat Wel,i, —i, _;\
W, 1e W,and for cach Wi ={k;,I T eT,}}j

e 1, s’ there hold

Y D', +1 - D [ +r) + X°

re We Wj
e {0,1}", and

. D' [i ;+1] - D7[i_+r]) = O,

re We W
where dim x’

n’, and

n’ =l [——'__':] {D* [ii_; + 1I'TU*D [ip, + 1*]} It ,

,e lix-igq
1if D* figg +1,j] = D™ [igy +1,j1=1 and

X'@=| (vre L, I DO i +rjl=D"fi_; +1,jl=0,

O otherwise

(iii) for each W = {k;,I1'e 1,5},Wc1,g, such
that for cach W;=(k;,I1'e 1,j},je 1, s™.
> (D*[r]-D7 [r] + X € {O,1}", there exists
re Wj
W = {K,,Ilels’}), Wcl, g\ W such that
for each

Wi={k,Il'el,j},jel,s~1,

2 D'[]-DIr]) + X € {0,1)", and for

reWer
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W;=W, X __ D' [-DD =0,
reWeWwW
where dim X = n, and

1if D*[i,j] =D (i, j]=1 and

X'Q) = (Vkell'-1)(D*[k-j]=D"[k,j] = O),

O otherwise

The main idca of the Process Performance Matrix
(PPM concept introduced is clucidated by the following
proposition .

Proposition 1

If a matrix D = ( D*, D™ ) is a PPM then there exists
a PN = (C,M,) being live for Mo PT-nct, where the
incidence matrix C = ( C*, C ™) of size m x n and the
initial marking M, arc dcfincd as follows :

(i) (Viel,m)(3!'lel,g)(Vkel,l-1)
(Clil=D[1]&i <1&D[k] = D[1]),

1if D*[i,j] =D [i,j]=1 and

i) M, () = (Vke LU-1)(D" [k-j]1=D7[k,j] = 0),

O otherwise

3. Statement of the Problem

Consider an asscmbly system consisting of a finitc
numbcer of components ¢. g. robots, conveyors, assembly
robots and asscmbly stations, which may opcrate
asynchronously. The system is aimed to perform a finite
set of concurrently flowing assembly processes. Along
of each process the preassumed batch size of products is
completed .

Some of the system componcnts may be shared
among different proccsses. Each proccss rcalizes the
pipeline-like flow of partially ordered operations. It is
assumed that the processes are specified by the
precedence digraphs of operations. It is also assumed
that to eah operation there may correspond a subsct of
“alternative” system componcents . Clcarly, the operation
can be processcd on the only onc, c.g. actually
admissible, component from among the rclevant system
components.

Variant - specific components and standard parts
together with the asscmbly objects arc provided from
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input storcs or conveyors to the appropriate buffers of
asscmbly stations by the robots. Then, the partially
assembled objects are displaced among the buffers of the
relevant assembly stations. Our task is then to design an
algorithm transforming the given process specification,
¢.g. a sct of production routes and buffers capacity

constraints, into the related net model of its control flow.

The above obscrvation unerlines the importance of
autonatic design of control procedures encompassing
modclled processes performance which takes into
the asynchronous opcration of
components (robots and machine tools) and
responsible for the interacling processes cooperation.
Solution of the problem mentioned plays a key role in

account system

is

the design of computer aided process and production
planning systems aimed at automaltic synthcsis of correct
simulation programmes guarantecing deadlock - free
execution of the processes modelled.

4. Modelling of Cooperative Processes

The main purposc of this paper lics in the formal
invesigation of the conditions sufficient for the design of
a class of a priori rcgular net models reflecting the
required behaviour of concurrently flowing processes.
The results delivered, based on petri net concept, allow
us to dcsign an algorithm transforming any set of the
process specifications into the PT-net model of the
control flow ensuring a pipeline-like and deadlock - free
exccution of asynohronously flowing processcs.

4.1. Processes Specification

At first, let us introduce a class of processes
specification dedicated to the open queueing PT-net
(OQPT-nets). Consider a sct of processes where each
a deccomposition of partially ordered
transportation and assembly opcrations. Processes are
conncurrently performed in  an  assembly
consisting of a finite sct of robots and assembly stations.
It is assumed that cach assembly operation is directly
preceded and directly succeeded by the relevant sets of
transportation operations. The transportation and
asscmbly opcrations arc performed by robots and

process  is

system

asscmbly stations respectively. Each operation can be

procecsscd by preciscly one preassumed  system
componcent. However, some of the system components

can perform diffcrent operations. The assembly stations
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are equipped with buffers where the pallets loaded with
assembly objects and/or standard parts as well as
partially assemblcd objects are stored.

In order to specify the processes in question, lct us

consider the sct PR = (PR; | i € 1,v), where
PRi:=B(i,j,kg)[B(i,l,kh), ...... ,B(i,m,kp)],...

e B(i,n,k ) [B(i,v,k), ... ,B(i,q,k,)]is
the list description of the partially ordered sct of pairs
(operation - rclevant system component), necessary 1o
complete the products along the i-th asscmbly process.
The interpretation of the notations introduced is as
follows :

B (,j, k) - denotes the j-th operation performed for
the i—th process on the k; - th system
component,

B (i,j,ky) [B(i,m,kp),..., B (i,1,ky]- dcnotcs
that in the i-th process , the j - th opera-
tion precedes the sct of operations (m,
«.. » 1) performed on the sct of cor-
responding components ( Koo Kg).

Note that to each list description PR, associated is a sct
of routes (R 11 ¢ 1,_Ll-} where each R;! is such that
forr € 1, I_Eil 11,1 R;! | stands for the length of R,
the operation included in crd * Ril dircctly precedes the
operation included in crd™! R, . It is assumed that for
eachie 1, v, and for cach 1 € I, LI R Iis an odd
number. Morecover, each odd component of Ri1 denotces a
transportation operation, c.g. pallct displacment between
preassumed buffers, performed by the industrial robots,
while the even components of each R! denote the
asscmbly opcrations performed at rclevant asscmbly
stations. In order to illustratc the uscfulness of the
introduced form of processes specification in the course
of OQPT-net modcl designing, let us consider the
following example.

Example 1 : let

PR, := B (1,1,1)[B(1,2,2)],B (1,2,1) [B (1,2,2)] , B
(1,2,2) [B (1,3,3)],

,B(1,33) [B(14,4)] , B(1,5,5)[(1,4.4)],
,B(1,44) [B(1,6,5) , B(1,7,6)],

PR, :=B (2,8,6)[B(2,9.4)] , B(2,10,7) [B (2,9,4)],
,B(2,94) [B(2,11,3)] » B(2,11,3) [B (2,12,2)],
» B (2,13,7) [B (2,12,2)] » B(2,12,2) [B (2,14,7)],
» B (2,14,7) [B (2,15,8)] » B(2,16,7) [B (2,15,8)],

, B (2,15,8) [B(2,17,7)]

be the specification of the processes performed on the
asscmbly system shown in Fig. 1.

The system consists of five industrial robots M;, M3,
Ms, Mg, My, and three assewlty stations M, My, and Mg
cquipped with the input S and output S store places,
where S, SJ — denotes the j - th input (output) store
place in the i-th machine’s buffer.

Note that the buffers of asscmbly stations M, and M,
can store pallets flowing along both assembly processcs.

52|§1 vy
Vg 4 - p
= s S| 5[ e
NS LM‘I—Q‘__‘%E_;?MZ_ he
2
A i 1 B e ==
— il iy _z
oA K e S 1 :
[} > !
i -
M 4
7 1<t 13
% 2|8 <1 =
== R e C=
g 3

Fig. 1. Flexible assembly cell.

Legend @ M, — is the i-th system component, i.e. the
industrial robot or the assembly station, S/, (S/) - is the
j-th input (output) store place in the buffer of the i-th sta-
tion, CV, —is the i-th conveyor or pallets store .

The OQPT — net model corresponding to the given
processcs specification is shown in Fig. 2. The elements
of the net arc interpreted as follows : Transitions t; — g
correspond to the operations constituting process PR,
while transitions t § — t;¢ correspond to the operations
constituting process PR,. Transitions t; , t,, and f, t,
and t,, correspond o the operations performed on as-
sembly stations M,, M, and M, , respectively. Re-
maining transitions correspond to the operations pro-
cessed on robots. Places Py — P, are interprcted as
store places of the assecmbly station buffers. For in-
stances, places Py, and P correspond to the input store
places S_S1 and 882 and place P, corresponds to the out-
put store place 881 of the stations Mg buffer. Places P,,
— P, and P,; — P,, correspond to the robots and as-
sembly stations respectively.

Notc that our approach to the nct model designing
implics that the capacity of each station buffer is equal to
the number of the station occurrences, in the processes
specification.
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In order to specify the so-called “redundant pro-
cesses”, i. e. the processes where some of operations can
be performed on one, actually available, system com-
ponent from among given systcm componcents, lct us

PRI={[1,(2][{13,[4}],[l3,[4}[[5,16),“7}],
{45} ], where

t, =B(@LD,y, =B(123),,,=B(32),,=B

consider the sct : (1,4,4),
T — = B (1, t.=B(1,6,6 B(1,7,7),t,=B
PR = (PR liel,v), where E (1(85)5) 6=B( ).ty = B )olg
PR.:= {(B(G,j.k),..B(i,j,k)}{(BG 1,k),..., e
i a d c _ - =
B (LK), , =B (1,9,29),2l10 = B (1,10,10), t;; =B (111,11), 1,
. . . = B(1,12,1
{B(lan’kl)’---aB(l’n kf)}!{B(l’v’kl)‘ ( ) . . l 4
[(BG,8 ko) (B(i,wk )] Jisthetist 43 = B (LI3ID. According 10 special interpretative
description of the partially ordered sct of pairs (opera- rules, the a?bovc specification is converted into
tion - relevant system component) cmployed in the the following one :
course of assembly processes completion. This processes PR™: = {4} [{y)], {‘2 [t} () [ts 1) (15
sepecification differs from the former one by the intro- () Uts, vl (17,1701, (5,15 Tl }]'
duction of a new kind of Iist : {B (i, j, k), ..,B(,j, (L7, t7 ) [yl 15 {tgd LU 3L Ceg) [yl
k,) } denoting that in the i-th process, the j-th operation (o) Tty s o) (53] (o) Lty st ) {ty)],
can be performed on only onc of the actually available where :
system components from the sct { k, ..., k, }. Us = B(1,51,5),t,=B(1,61,6), 1’ =B (1,81,6),
For this purpose of illustration, Ict us consider an as- = B(1, 111, 11),¢',, =B (1,121,12),’ |, =B
sembly process specilication as follows : (1,131,11).
0 toB te  tsop b
éPfg é P £,
ts P | B ot B 7
< PRl
t2
fs Faz P20 Pt fas
Ps Fo Fr fs Yis By Pe tis
{:9 t12
on P
20
tp B L fia As
et Pty 1ty ti7

Fig. 2 OQPT-net for Example 1.

It should be noted that according to a given standard
form of processcs specification, different net-modelling
building algorithms can be proposed. Of course, only
some of them which lcad to the models encompassing
appropriate aspects of systems behaviour may find a
practical implementation.

5. Net Model Designing

It can be readily scen from Proposition 1, that live
PT-net, i.e. nct modcls encompassing deadlock-free pro-
cesses realizations. can be easily reconstructed from the
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matrices belonging to the PPMs class. Thus, our task lies
in finding out the conditions sufficient for the design of
matrices being PPMs of OQPT-nets. The conditions in
question are sct up in the following theorem.

Theorem 1 :

If matrix D = (D*, D7), where D*, D™ are of size
g x n, satisfies the following conditions then there exists
a PPM such that PN = (C,M,)), associated with matrix D,

is a live OQPT-nct.
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(i) matrix D consists of rows A, = {D[i, ; +1] 1€
Liy —ji1 )}, where D {ip ; +1 ] and D [iy] stand [or
the first and the last row of the submatrix Dy, and
D* i +1]e {o1}™ |
D [i,+1] € {0,1}"

,lel,ig—iq,

(ii) foreach D, ,k € 1
hold :

v , the following conditions

(ii-i) (VD [1] € A ) (VD] € A)(D[1]=D][il),

(ii-ii) 3Jc1,9) (I¥, c1,g) (J,n¥, = O),
"lm:'r'“)[” UD{ji=0J, U ¥,
A)(D1=Dli]&je D' [1]n "D[i] &
‘D[]n*DI[i] = 1),

(VDIlile A)(I1j e ], )(D*[i,jl=D"[i,]]
=1),
(V jel)@DIlile A)(D*[i,jl=DIi,]j]
=1),
(ii-iv) for eachtworows D [i], D [1] E Ak the condi-

tion (i) of Definition 8 holds ,

(ii-v) there does not exist the following scquence of

rows

(D [k] lie l r)whcrcD[k]=D[kr],such
that D* [k , j,1 =D "[K,, j,]=D* [k, , j,] = .......
=D'[k,-1j-1] = D [k,j-1] = 1,forj,

e %Yk,

(ii-vi) each D, consists of non-cmpty disjoint subscts Xy

C Dk , Yk , C Dk , ZkC Dk dcfined as follows:

X =(DI[i]ID[i]Je A &(Vje Y) (D [i,j]
=0)&(3JE\Pk)(D+[l,J]=1)}’

Z ={DIli]ID[le A &@3je ¥)(D"i,j]
=1) &@je Y)Y D'[i,jl=1)},

Y, ={DIi]ID[i]e A &(Vje \}’k)(D+[l il
=0&@je YY)D [i,jl=1)})
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(ii-vii) for each sequence of rows ( D [kj] l1i 17) such
thatD [k, € X,,D[k]e Y, ,Vie 2r-1)(D
k] eY,)and (Vie 1,r-1) (D'[k] n D
[ki pES ) the following conditions holds : i’ €
r is an odd number, ii
ID” [K,JIl =2andll D (k] =2 and for each
D [Ki] such that i € 3, r-i is an odd number , IID
[kj] Il=ND[k] 2,

i)y (Vk, 1 €i,v) (& na=¢),(Vkelv)
@lel,vi =1&J nJ #¢),
(VKle1,v)(K#1—'¥, n¥ =¢ &J n¥,
=¢ &¥, nJ =9¢).

The conditions sufficient for matrix D to be a PPM of

a live OQPT-nct can be formulated analogously. Note

that the conditions provided in Theorem 1 can be em-

ployed in the designing of the control flow net models.
The relevant algorithm consists of three steps :

step1 : For each clement of {PR, | i€ 17},

according to conditions (i), (ii) of Theorem 1, sct up ma-
trix D, of sizc g, x B, as follows .

Convert PRk into a set of terminal paths (TPJ Ije 1
» q } “Covering” PR, For TPkI set up submatrix Dk1 of
size g, ! x n, ! taking into account that to cach B (i , j, k;)
in the terminal path, there corresponds a unique row D
(1, +q] € A, Then for TP, 2 set up submatrix D, of
size g 2 x 2, for TP,? sct up D, and so on. The re-

where
3 n

Step 2 : According to condition (iii) of Theorem1, set
v v

sultant matrix D, is of size g xn,,

gk—max(gk‘ljel gl).n =

up matrix D’ of size g x n” such that g =kzl g 0= 2 .
Then, sct up matrix D” which extends matrix D’ to ma-
trix D of sizc g x n, where n=n’ + I M Il and each col-
umn 1 € n" + 1, I M Il corresponds to the unique system
component M, € M.

Step 3 : According to conditions (i) , (ii) of Proposi-
tion 1 sct up PN = (C,M ) being a OQPT-net model of
the control flow .
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Fig. 3. The Structure of matrix D.

For illustration. let us consider the following cxample,
Example 2 : Let PR, : =B (1,1,8) [B (1,3,10)], B (1,2,9)
(B (1,3,10)], B (1,3,10) B (1,4,1) [B (1,5,11)],

PR, :=B (2,6,11) [B (2,8,10)], B (2,7,12) [B (2,8,10}],
,B (2,8,10) [B (2,9,9)], be a given processes
specification.

Matrix D produced with the help of the aigorithm is
shown in Fig. 4 Blanked entrics in matrix D are assumed
to be zero .

Py Pp Pg Py P5 Py Py Pg Pg P1oP11P1p
1 ; i1 1

.~t5 ...... b s and

Py P2 P3 Py P5 Py Pz Pg Pg PigPyyPyp
H H i1 N

Fig. 4 Incidence matrix of OQPT - net from Fig, §

6. Planning of Robots Cooperation

The algorithm just introduced provides net models of
control flows encompassing all admissible, time ordered
activations of the system components. However, in mod-
cls of this type it is assumed that firing of a transition
takes no time. Such an assumption, as mentioned by Nar-
anari and Viswandaham[10}, restricts the models use-
fulness only to the qualitative analysis of systems with
regard 1o deadlock, buffer overflows, invariance of jobs
number cic. (Note that our case the automatically gener-
ated net models are a priori deadlock-frec).

To overcome this disadvantage we consider modified
models where to cach transition (interpreted as an as-
scmbly or transportation preassumed operation) associat-
ed is a firing time (proportional to the preassumed opera-
tion time). Such a model specification, amounting to
timed petri nets introduced by Ramachandan [ii], can be
uscd to construct a simulation program. Clearly on the
basis of a given processes specification and operation
times, a simulation modcl for the performance system
evaluation can be crcated automatically, In  general, the
simulation model can be extended to encompass other in-
put data such as batch size of products, costs of re-
sources utilization, buffcrs capacity and so on.

P | A
O 4 b & O
‘t]l ‘f:z./

-O—
ts P3 P‘I t5
P3 P‘[o ' 81
Ps Pé
! OP_7 | g
t
P12 8

Fig. 5. The PPT-net for Example 2.

In the sequel, the simulation modcl serves as the con-
ceptual framework in a process of a simulation program
design. The appropriate simulation algorithm, based on
concept similar to that introduced by Smigiclski and co-
authors [{12], has been implemented on AMSTRAD CPC
personal computer. The aim of the developed package,
working in the menu-driven mode, is to estimate the time
nceded by an assembly system to perform the production
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task, i.e. balancing, i.c. the idlc time reduction. The re-
sults of the simulation arc depicted in the form of the
Gantt’s chart. Besides the Gantt’s chart, the output sta-
tistics concerning the cycle time, throughput and idle
time, as well as mecasurcs of system componcents utiliza-
tion are provided.

Because the assembly stations and robots can per-
form their tasks asynchronously, some conflicts may oc-
cur. In order to control such activitics, some priority
rules have been introduced to the system. The rules are
concerncd with prioritics of the robots opcration as well
as of concurrently {lowing processes. Another task onc
could consider concemns the robots breakdowns oc-
currence. This task lics in finding out the best arrange-
ment of robots and/or stations in order to mcet pre-
assumed faulty and flexibility requircments.

It should be pointed out, however, that out considcra-
tions are only rclated to the systems consisting of the as-
sembly stations equipped with pallet-loading buffcrs. It
is assumed that cach buffer’s capacity depends on
the actually considered processes specification. Clearly,
the capacity of each buffer is cqual to the number of the
station occurrences in the process specification. In order
to take into account the arbitrarily given constraints im-
posed on buflers capacity, we nced to introduce to the
net models the relevant “synchronization mechanism”.

As an illustration, let us consider the asscmbly cell
considered in Example 2. According to the interpretation
introduced in Example 1, the assmbly station M;, per-
forms two opcrations t; ad tg occurring in the processes
PRI and PR,, respectively. Station M, is equipped with
buffer consisting of four input and three output store
placcs. Input store places S,' and S,? correspond to P,
and Py’ output store places S,' and S, 2 correspond to P,
and P, , the store places arc utilized in the course of pro-
cess PR; exccution. In PR,, input store places 513 and
314 correspond to Ps and P, while 813 corresponds to Pg .

Let us assume that two diffcrent store places Sl2 and
313 arc replaced by one input / output store place A and
places 813 and 512 arc replaced by one store place 3. The
graphical interpretation of the above assumption, drawn
by dashed lines, is shown in Fig. 6. Comparing with the
net shown in Fig. S, the introduced places eliminate the
considerations all processes realizations corresponding
to the marking M R (C,M,) such that M (P;) = M (Py) =
1 and M (Py) = M (P5) = 1. All the available dis-
placements of the pallets into the store places A and B

arc shown in Fig. 7 .

U

Fig. 6. Modified PPT - net from Example 2.
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Bg Py Py Pg
A B B A

( o,
ty

A

(0,1,G,0)
te ltz

(1,1.0,0»

0,

ty ts\

0,

'ty ‘%

(1,0,1,0)

0

(C,0,1,0)

(0,0,0,1)

Fig. 7. Reachability set of pallets displacements.

Note that among all rcadhable statcs there exists a state
M such that M (P3) = M (PS) = 1, corresponding to a
decadlock situation, i.c. the pallct stored in A cannot be
displaced in B whilc the pallet stored in B cannot be dis-
placed in A. In order to avoid the occurrence of the
above deadlocks, a synchronization mechanism mod-
elled with help of inhibitor arcs, sec Pclerson [5], can be
introduced. Its graphical illustration, drawn by doted
lines, is shown in Fig. 6.

In order to present an idea of the synchronization mech-
anism construction, let us sct up the following definition.

Definition 11 :

Let PN=(P, T, E, M) be a PT - nct. A sct of the In-
hibitor arcs linking t e T with a given sct of places p'c P
is said to be a conjunction set of the Inhibitor arcs (CI-
arcs, for short) if for cach M € R (C,M,) such that ( V P
€ P’) (M (p) = 1), transition t is not enabled. Let PN’ =
(P, T',E’,M’,) bc a PPT - net, and lct.

{CC,liel,w),whereCC, =
that( V i, ke 1,w)

(CC I CC = ¢)and (Vie L,w) (V pe CC;) (+p
p* = ¢ ) be a set of the buffer’s capacity constraints.

(P, I J e 1,u)such

Consider PN = (P, T",E,M,) suchthatp=p’ U p”
andp’llp’=¢and (Vpep')(Iliel,w)

(VpeCC) (p=+p & P

P’
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Theorem 2 : Lt M Z R (C, M,) be the reachability
sct of PN = (P, T’, E, M) such that there exist t, ' € T
wheret#U,and( V M e R (C,8(M,t))) M, ¢ R
(CM)), (VM € R(C, 8 (Mt"))) M, e R
(CM)).

If a CI - arc is introduced to PN = (P,T",E ,M ) in
such a way that each arc links some p € p’ , such that
(VteT)(pe-t t*) and M (p) = 1, with t where
p € e, then from reachability sct R (C, M) the set R
(C,8M,t))is rcmovced.

The above theorcm provides the synchronization
mecchanism aimed at the deadlock-free process execution
in the case when some arbitrarily given constraints are
imposcd on buffcrs capacitics.

7. Conclusions :

The approach presented is a certain contribution to
the automatic control and the performance evaluation of
FASs. Its objcctive is to reduce time and effort involved
in the development of the control programs oriented to-
ward the promotion of real - time robots cooperation.

The modelling of FASs by means of Petri nets has al-
lowed us to determine an algorithm transforming a given
processes specification into their simulation program.
The program, reflecting the structure of admissible con-
trols involved in the processes accomplishment, can
scrve as a control program for a system controller as well
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as a task — oriented package for the computer - assisted
process planning.

A prospective implementation of the results obtained
is related to the statistical analysis ol proccsses per-
formances in the prcassumed types of assembly systems
in order to cstablish the knowledge base for an cxpert
system. Further rescarch devoted 1o this problem con-
stitutes our most actual, primary task.
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