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ABSTRACT 

ELRAHMANI, AHMED, S., Masters : January : 2021, 

Masters of Science in Environmental Engineering 

Title: Coupled CFD-DEM Parallel Model to Describe Fines Migration Behavior at the 

Pore-Scale  

Supervisor of Thesis: Prof. Riyadh, I, Al-Raoush. 

Transport of fine particles in porous media has attracted considerable interest 

over the past few decades. In various fields of science and engineering, on-site 

remediation strategies, enhanced transport of contaminants into aquifers, artificial 

recharging of groundwater aquifers, and permeability of oil and gas reservoirs have 

become topics of concern. Much research projects focused on the development of 

models that can predict their behavior on a pore-scale level. The model described here 

uses a Computational Fluid Dynamics – Discrete Element Method (CFD-DEM) parallel 

model to simulate fine particle migration and interactions in porous media. The model 

was parallelized using Message Passing Interface (MPI) for communication between 

processors to achieve faster computation. 

Model validation was performed by confirming the fluid flow separately using 

two geometries. Then, the coupled CFD-DEM model was validated by comparing its 

results to a micromodel experiment with the equivalent geometry. Comparison was 

done by utilizing different computer vision techniques to capture the behavior of the 

particles throughout the micro-model experiment. The CFD-DEM was able to capture 

the particles transport in porous media while maintaining low computational cost with 

the use of parallelization. The open-source library OpenCV showed great potential to 
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be used for image and video processing for the results captured from micromodel 

experiments, which could be used for coupled model validations as well as data analysis 

in future research. 
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CHAPTER 1: INTRODUCTION 

1.1. Overview of fine migration in porous media 

Fine particles are small particles with a diameter of fewer than 75 μm, that 

present in porous media (Frimmel, Kammer, and Flemming 2007). Fine particles have 

relatively wide surfaces and large electrical unbalanced charges on their surfaces in 

addition to their small size (Frimmel et al. 2007). The effect of the electrical forces on 

fines is thus greater than the gravimetric ones, which enables fines to suspend and float 

with the fluid flow through pores. Fine particles are divided into organic, inorganic, and 

biological particles. When the pore system consists of a continuous phase (the pore 

fluid) and dispersed phase (the fine particles), it is commonly known as a colloid, where 

the colloidal/fine particles, have an average size between 1 nm and 1 μm. Over the past 

few decades, the transport and fate of fines in porous media have gained more attention 

by several researchers due to its importance in several industrial and environmental 

applications (Cao et al. 2018; Chequer and Bedrikovetsky 2019; Han et al. 2019; Jang 

et al. 2018; Jarrar et al. 2018). Besides, the migration of fines can affect other fields 

such as geotechnical, hydraulic, environmental, and petroleum engineering  (Kartic and 

H. Scott 1998). Fines migration in oil reservoirs, known as sandstone water sensitivity, 

is one of the most common practical effects of fines migration in petroleum engineering 

(Khilar and Fogler 1983). This migration can lead to a significant permeability 

reduction resulting in a significant reduction in oil production. The water sensitivity 

occurs when the sandstone formation is contacted by relatively freshwater (Shedid and 

Saad 2017; Zhang et al. 2019; Zhao et al. 2020).  

Fine particle migration can also contribute to soil erosion in and on the surface 

in both natural and compacted soil. Hydrodynamic forces resulted from the drainage of 

the water could release fine particles, mainly in clay, so that these fines move by the 
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drainage flow which causes erosion in the soil. This type of soil erosion can cause 

serious problems in the geotechnical engineering applications, including dams and road 

failures (Nguyen et al. 2017; Richards and Reddy 2007; Vaidya and Fogler 1990). 

Moreover, it has been shown that the movement of colloid particles, like clay particles, 

help in diffusing the contamination and pollute groundwater. Mobile colloidal fines 

may adsorb and stabilize organic and inorganic contaminants in groundwater and 

therefore increase the number of pollutants transported by the groundwater 

(Corapcioglu and Jiang 1993; Frimmel et al. 2007; de Jonge, Kjaergaard, and Moldrup 

2010).  

Porous media are commonly used in other environmental applications, 

including the filtration of water and wastewater. Consideration for the colloidal particle 

transport is given to prevent trappings or clogging in the filter’s bed when designing 

these operations (Datta and Redner 1998; Rodgers, Mulqueen, and Healy 2010; 

Sherard, Dunnigan, and Talbot 2002).  

Further to this, the migration of fine particles during methane extraction by 

depressurization from gas-hydrate sediments could cause pore-throat clogging, 

depending on the topology and the geometry of the porous media. Thus, in order to 

predict the performance of gas hydrate reservoirs, it is essential to understand the fine 

migration role in gas hydrate sediments (Jung et al. 2012; Uchida et al. 2017; Waite et 

al. 2018). As a result of its wide applications, research into fines migration in porous 

media has increased to reach a total of 433 research papers published in this area from 

the year 2000 to 2019 , across multiple  disciplines ( Figure.1). 
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Figure 1 Fines migration publications statistics: (a) Number of publications per year 

and (b) number of publications per subject area (Source from Scopus Database, 2019) 

 

1.2. Overview of modeling of fine migration in porous media 

As a result of its wide applications, researchers have focused on developing 

models that can describe and predict the migration of fine particlesin porous media at a 

pore-scale level. Hirabayashi et al. used a two-phase Lattice Boltzmann Method (LBM) 

to investigate the fine particle size distribution effect on the permeability reduction in 

porous media (Hirabayashi et al. 2012). However, the grain particle representation in 

their model was unrealistic and ignored irregularities in geometry; hence, many 
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parameters were not accounted for in the model. Boccardo et al. used micro-scale 

Computational Fluid Dynamics (CFD) along with colloid filtration theory to simulate 

fine particle deposition in different porous media size and geometry (Boccardo, 

Marchisio, and Sethi 2014). Nevertheless, the model used a two-dimensional 

representation of the geometry and ignored the particle-particle interactions. Li & 

Prigiobbe (2018) as well as Zhou et al. (2018) used coupled LBM with Discrete 

Element Method (DEM) coupled using Immersed Boundary Method (IBM) to 

understand the raw behavior of migrating fine particles with different sizes and how it 

may affect the fluid flow in porous media (Li and Prigiobbe 2018; Zhou et al. 2018). 

Additionally, Su et al. (2019), developed an Efficient spheRical partIcle and Geometry 

Interaction Detection (RIGID) algorithm for a coupled CFD-DEM model to study the 

particles clogging mechanisms and their impact on the porous media flow (Su et al. 

2019). The three latterly presented models had a limited number of simulated particles, 

possibly due to computational cost. Furthermore, the geometric representation was only 

two dimensional, which does not capture the full behavior of the clogging and assumes 

cylindrical fine particles along with an extruded depth (Li and Prigiobbe 2018; Su et al. 

2019; Zhou et al. 2018). Moreover, the validation methods for all of the previously 

mentioned literature were very restricted, where none of them were compared to 

experimental results that capture the full physical behavior. Su et al. performed a limited 

validation of the presented model by subdividing the model into much simpler problems 

and validating each one separately (Su et al. 2019). 

1.3. Thesis organization 

The organization of this thesis is as follows: a comprehensive literature review 

to capture the studies that considered the mechanical and chemical processes affecting 

the fine migration in porous media, then the model structure as well as the 
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parallelization scheme was optimized for acquiring the best performance.  The model 

presented uses a parallel CFD-DEM coupled model using Fully resolved Immersed 

Boundary Method (IBM) to predict the behavior of fine particle mobilization and 

interactions in pore-scale level porous media. The model geometry was captured from 

realistic porous media and represented as three-dimensional geometry. The model was 

validated by comparing its results to a micromodel experiment for the same geometry. 

The comparison was accomplished by imaging the lab results and evaluating particle 

motion using various computer vision techniques. 

1.4. Objectives 

 Use micro-scale sediment sample images to generate realistic geometry for the fine 

migration model. 

 A couple between CFD- DEM using IBM to generate a model that can capture fines 

migration behavior in porous media. 

 Achieve faster computation time by optimizing the number of processors in 

parallelization of the model. 

 Use computer vision techniques for video processing of the captured results from 

the micromodel experiment.  

 Validate the model compared to the experimental results to ensures the model’s 

ability to capture the physical behavior. 
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CHAPTER 2: LITERATURE REVIEW  

Generally, the migration of fines has three main effects on the pore system. It 

can (1) reduce the chemical reactivity of the system, (2) facilitate the contaminant's 

transport, and (3) cause physical  changes to the pore structure (Frimmel et al. 2007). 

In the subsurface contaminants are often adsorbed to the solid phase surface or 

dissolved at the aquatic phase. The solid phase is generally considered fixed; however, 

fines can operate as a mobile contaminant carrier because of their release and 

resuspension in the system. Additionally, since fines have a considerably large specific 

surface area, a significant portion of the total surface area of the system will be 

eliminated which will cause a drop in the sorption capacity of the porous media as a 

system. Furthermore, the hydraulic characteristics of porous media in the subsurface 

may be modified as a result of particle deposition as well as release, as extensive as 

structural damages, the possible consequences include the complete clogging of the 

porous media. Two mechanisms are involved in the migration of fines in a single-phase 

flow (Cao et al. 2018). Firstly, particles block pore throats due to the size or 

concentration of particles. The second aspect is the chemical processes where partial 

particles, which are too small to clog pores, can cluster and become more effective to 

block certain pore throat diameters. Previous researches reviewed the fine migration in 

porous media from different aspects: (Kanti Sen and Khilar 2006) presented a review 

of fine particles facilitated transport of contaminants as well as their role in clogging 

pore throats. The authors included several parameters that affect the behavior of 

clogging in single-phase flow. (Molnar et al. 2015) had the aim of clarifying the roles 

of different pore and continuum scale modeling approaches in determining the 

discussed colloid transport in single-phase flow. (Li, Liu, and Jiang 2017) provided a 

summary of the main factors affecting the migration and deposition of the fine particles 
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in fully saturated media. (Dressaire and Sauret 2017) reviewed the clogging 

mechanisms caused by the transport of colloidal particles in microfluidic channels. 

(Boccardo et al. 2020) provided a review of different numerical methods used to predict 

the transport of fine particles in porous media at the pore-scale, along with the methods 

for the upscaling the models from the pore scale. 

2.1. Mechanical processes of fines in porous media 

2.1.1. Theoretical studies on the mechanical processes 

 In general, three distinct mechanisms have been defined for fines migration in 

porous media, known as piping, when there is no interaction between fines and grain 

particles, bridging, which is the process of pore-filling or the initiation of the clogging, 

and complete clogging or aggregation (Kartic and Scott 1998). These mechanisms are 

classified based on two critical metrics; the ratio of pore width to the diameter of fine 

particle (o/d) and the diameter of the grain particle to the diameter of fines (D/d). 

Besides the geometric parameters of the system, fines concentration and flow rate are 

also considered important parameters to determine the behavior of fines in porous 

media (Agbangla, Climent, and Bacchin 2012; Muecke 1979; Zhou et al. 2018). The 

critical fines concentration is defined as the ratio of the injected fines to the pore fluid 

that encourages clogging to the system. Where clogging is more likely to occurs, as the 

concentration of the fine fraction increases in the system.  The research alluded to above 

showed that when D/d ratio decreases from 40 to 12.5, critical fines concentration, as a 

volume ratio, increases from 0.35 % to 9 % (Bradford et al. 2009; Pandya, Bhuniya, 

and Khilar 1998). Also, when the concentration of fine particles is increased, it led to 

rapid clogging within the range of (1.67 < o/d <100). However, for a high (o/d) ratio of 

more than 100, clogging may not be affected by the fine’s concentration (Gruesbeck 

and Collins 2007; Muecke 1979; Pandya et al. 1998). The flow rate required for 
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clogging increases by decreasing the concentration of the fine particles. At higher flow 

rates the fine particles are prevented from accumulating around the pore throats, known 

as bridging, due to disturbances in pressure and the high shear force caused by the flow. 

While at lower flow rates more particles are retained in the system (Agbangla et al. 

2012; Muecke 1979). 

2.1.2. Micro-scale experiments on the mechanical processes 

Several studies have aimed to understand the migration and interactions of fine 

particles at the micro-scale level since understanding the behavior at that level helps to 

understand the behavior on the scaled-up levels. The impact of fine particles size and 

the pore structure geometry on colloid dispersion with water-saturated micromodels 

was examined at the pore scale by Auset and Keller (2004). The authors examined the 

exclusion of colloids in porous media of various sizes using certain pore geometries to 

differentiate the process based on their comparative significance. Three micromodels 

with different patterns were developed, where the colloids used were made of latex 

polystyrene carboxylate-modified microspheres with four different diameters. The 

colloid concentration used was 106-107 colloids/ml. The study was conducted for four 

total pressure differences of 100, 500, 1000, and 1500 Pa and under different water 

saturation conditions. Results demonstrated that the bigger particles preferred to have 

more straight routes under these conditions, while particles with smaller size made more 

diversions. The dispersal scale at a specified flow rate was governed by the pore throats 

and the colloidal particle size in addition to the geometry of pore space. The dispersion 

coefficients, which represent the mixing caused by the spatial variations of the local 

(time-averaged) velocity (Chin 2006), have reduced as colloid sizes increase. These 

results stress the significance of anticipating colloidal dispersion of the relative size of 

the particle with regards to pore throats.  
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Subsequently, Wyss et al. (2006) researched the clogging of individual 

microchannels using microfluidic devices to examine the impact of flow rate, volume 

fraction, and pore-to-particle size ratio on clogging. The colloidal particles suspension 

was flowed through a single wide channel, followed by a collection of parallel tight 

tubes. The suspension flow rate was regulated through the tubes by setting the fluid 

pressure to a constant value over the tubes. The findings showed that clogging was 

poorly dependent on particles flow rate and volume fraction, rather, the number of 

particles pipe through the porous media without causing clogging was directly related 

to the pore-to-particle size ratio. The smaller ratio indicates fewer particles could pipe 

through porous media without causing clogging. 

Isa et al. (2009) found that, in a pressure-driven flow of dense particle 

suspensions, if the flow rate was higher than a certain limit that contributes to 

causing clogging. The pressure-driven flow of concentrated colloids deposited in 

single-particle glass microchannels was explored using fast confocal microscopy with 

a real-time imaging used to explore the confinement of hard spheres suspension that 

flows into a rectangular channel. Results showed that a pressure-driven flow of dense 

particle suspensions caused clogging if a small number of particles created a bridge 

across the channel length or if the flow rate is higher than a certain limit. The results 

confirmed the existence of a critical flow velocity in which clogging takes place above. 

Moreover, it indicates that bridging of smaller particles may enhance the possibility of 

clogging.  

 Mustin and Stoeber (2010) explored the impact of the polydisperse suspension 

on channel blocking using lab experiments. In this context, particles in suspension have 

initially been defined based on their size distribution and then measured using 

microfluidic equipment for their deposition behavior. Four distinct polystyrene 
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particle suspensions were used with a two distinct volume fraction of 4% and 8% and 

average diameters of 0.47, 0.50, 1.4, and 1.5 μm. All microfluidic tubes had the same 

height of 30 μm and a variety of broad channels allowed the suspension to be 

transported to the entrances of different narrow tubes. The observations showed a 

proportional relationship between the time for the channel blockage scales and the flow 

rate, and inversely proportional to the concentration of particles of polydisperse 

suspension. The sorts of channel clogging, size exclusion, and subsequent deposition 

were associated with the distribution of particle size in the suspension.  

 Genovese and Sprakel (2011) assessed the effect of a single restriction along 

with the route on the flow and the microstructure of a dense colloidal suspension. The 

authors where able to assess the dynamic and static properties of colloidal suspensions 

using  a microfluidic devicesand real-time imaging using confocal microscopy. 

Fluorescent colloidal particles with a diameter of 2.3 μm were prepared with a viscosity 

of 10 mPa.s at 25 oC, before being injected into the microfluidic device with a nominal 

volume fraction of 0.6. Due to steric stability with PVP polymer, the attraction of the 

Van der Waals between the particles has been reduced to a minimum. The microfluidic 

device had a range of 16 identical channels in parallel. It was found that the behavior 

of dense suspensions that flow through these channels was changed dramatically due 

to the existence of a sudden constriction in a microchannel.  

A microfluidic technique was used previously by Sauret et al. (2014) to estimate 

the clogging by a small colloidal particle concentration. The colloidal suspension was 

flowed by a sequence of different cross-section microchannels to conduct the test. The 

purpose was to quantify the function of colloidal particles in the creation of blockages 

and the development of the filter cake. By measuring the time interval in an array of 

parallel microchannels between two clogging events, the concentration of particles with 
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a geometry selected for the microfluidic device can be estimated. The particles were 

coated with carboxylate groups to prevent the clustering and/or the attachment of the 

suspended particles on the walls of the microchannel. The range between 10-4 and 10-2 

v/v was used as a volume fraction for the colloidal particles’ suspension. The 

microfluidic unit was designed with a 190 μm inlet tube and 20 microchannels with a 

minimum width of 10 μm and a maximum width of 50 μm. Under the conditions of the 

experiments, the concentration of large particles, that have a diameter greater than or 

equal to the width of the throat, and the flow rate in the channel were the controlling 

parameters for the clogging dynamic.  

The clogging conducted in parallel microtubes was examined by (Massenburg, 

Amstad, and Weitz 2016) using polystyrene beads, modeled on 10 parallel tapered 

microchannels using electrostatically attached colloids. Variable widths between 20 

and 100 μm were used in model fabrication. At a volume fraction of 4%, monodisperse 

microbeads with a diameter of 3 μm were distributed. The flow rate through the channel 

array was evaluated during the experiment. The complete amount of particle size 

suspension passing through every channel before obstruction was measured in order to 

match the flow rate measurement when each channel was blocked. Consequently, the 

obstruction conduct relies on the geometry of the channel as well as on the shear-stress 

objects. It was found that the fluid flow rises through the constriction and leads to 

greater shear stress closer to the bottleneck. This greater shear stress prevents particles 

from being attached to the walls of the channel. 

 (Chen et al. 2017) considered the filtration capacity of a porous media and how 

it is affected by fines migration mechanisms, by investigating dynamic permeability. 

Three unconsolidated poorly cemented sandstones were applied under the microscope 

with three different grain size distribution. Fine quartz sand was poured with different 
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concentrations (10, 100, 200, and 500 ppm). The results showed with a wider particle 

size distribution, faster clogging and bridging were achieved in the system. 

Additionally, a very rapid bridging and clogging were archived with a higher 

concentration of particles. In the initial phase of the injection, a relatively rapid drop in 

permeability was observed, which decreased gradually over the course of the 

experiment. 

Recently, Zhao, et al. (2019) fabricated a symmetrical microfluidic radial flow 

chip to examine the fine particle migration and clogging under radial flow. The chip 

consists of disc-shaped ’grains‘ of 300 μm diameter and 40 μm diameter pores. Glass 

particles with specific gravity of 2.6 and latex polystyrene particles with specific gravity 

of 1.05 both with diameters of 5 μm and 10 μm were used as fine particles with a mass 

concentration of 0.2%.  The microfluidic chip was saturated with deionized water where 

the fluid was withdrawn using a peristaltic pump at a flow rate of 10 μL/min constantly. 

As result, for the latex and glass particle suspensions of 10 μm (o/d = 4), a few clogged 

pore appeared. While in the case of 5 μm latex suspension, (o/d = 8), some clogged 

pore constrictions gradually appear where no sign of clogging was observed when the 

suspension was prepared using 5 μm glass particles. The authors concluded suspensions 

including latex act as more effective clogging agents than glass-aqueous mixtures  

under equivalent experimental conditions. 

2.1.3. Column-scale experiments on the mechanical processes 

Moghadasi et al. (2004) presented the results of the theoretical and experimental 

study on the formation of damage mechanisms from invasion and deposition of fine 

particles into a porous media. They conducted their experiments using a column packed 

with glass beads with different mean diameters ranged from 245 to 1000 μm. Flow rates 

ranged between 12.5 to 200 cm3/min,with suspension concentrations of spherical 
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aluminum oxide ranging between 15 to 2000 ppm. Their findings suggest that   higher 

suspension concentrations result in higher rates of permeability damage. In addition, 

porous media with lower permeability have been identified as more susceptible to 

damage by fine particles. Smaller grain size resulted in a greater pressure gradient , 

indicative of lower permeabilities. At lower flow rates, the reduction in permeability 

occurred at much lower rates.  

 Khan et al. (2017) conducted modeling and experimental work to measure the 

changes in porosity and permeability, as an indication of formation damage. They 

examined the effect of fine particles size and concentration, as well as, the flow rate in 

modifying the structure of  the porous media. The injected fine particles to grain size 

ratio, as claimed, were not covered in the previous research, where the investigation 

was performed on 10 and 40 (D/d) ratios. A CT scanner as well as pressure transducers 

were applied to measure the changes in porosity and permeability. Core flood tests at 

different flow rates of 40, 60, and 80 ml/min were conducted, with monodisperse glass 

beads with a 1 mm diameter was used as the framework particles. In order to predict 

the permeability reduction through porous media filtering, a combination of direct 

DEM and a network model at pore-scale was used. Five experimental test cases were 

applied with different flow rates and concentrations. The experimental results showed 

that the upper portion of the column experienced a large drop in porosity. As shown in 

Figure 2, the porosity was constant for all test cases around the 20 mm mark. Also, 

when the fine particles interact with the top part of the column, a very rapid reduction 

in permeability was initially observed in Figure.2. The later permeability change has a 

smaller slope, whereby permeability continues to decrease until injection stops. The 

lower part of the core shows a lower decline in permeability over the course of the 

experiment. It could be concluded that for lower particle concentration (1%), the initial 
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drop in the relative permeability at the top of the core was significantly higher. Also, 

under the same conditions a total clogging is noticed at the top of the core. 

 

 

Figure 2 Formation damage due to fine injection observed in a glass bead pack 

experiment. a) Changes of porosity with distance from the inlet. b) Changes in 

permeability ratio as a function of the time (normalized) of injection. From (Khan et al. 

2017) 

Kim et al. (2017) carried out a similar experiment to verify the influence of fine 

particle size  as well as the framework particles size and the speed at which the 

nanoparticles are transported in granular media filtration under conditions of treatment 

plants. Polyethyleneimine silver nanoparticles with spherical shapes and sizes of 10, 

50, and 100 nm were used as fine particles, where a favorable condition for attachment 

was assumed by the use of positively charged particles with a negatively charged grain 

particles. As host particles, glass beads with different ranges were used in three different 

filter depths of 2, 4, and 8 cm. A constant flow rate was used for each solution to achieve 

the specified filtration speed with a fine influent concentration of 100 μg/L. greater  

filter depth, lower filtering speed, and smaller framework particle size were found to 

promote fines deposition. Decreasing the particle size of the filter from 0.776 to 0.325 

mm has greatly increased the removal efficiency for all particle sizes. These results 

a) b) 
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were consistent with the theory that granular media particle size selection could be an 

influential factor in the removal of nanoparticles during filtration. 

 He et al. (2018) examined the effect of the emulsified vegetable oil (EVO) size 

in clogging pore throats and reducing the permeability during the bioremediation 

processes using column experiments. EVO is commonly used as an in situ anaerobic 

bioremediation stimulus substrate. The oil droplets were transported with the flow as 

colloidal particles once injected into porous media. Three columns were supplemented 

with medium and fine silica sand to serve as grain particles with different sizes of 0.25-

0.5 mm and 0.1-0.25 mm. Two of the columns had a medium sand bead, where the 

nano-EVO was injected into one column and micron-EVO was injected into the other 

column. However, the third column was injected by nano-EVO and was filled with fine 

sand. Two piezometric tubes were connected to the inlet and outlet of the column to 

measure the permeability. Samples were collected from the outlet and analyzed to 

measure the COD concentration as an indication for the amount of EVO retained in the 

sediments. Results from column experiments show that the permeability of micron and 

nano-EVO was reduced by 20.4% and 3.2%, respectively. The retention of micron and 

nano-EVO in the porous media was 28.5% and 20.15%, respectively, in medium sand. 

EVO retention is, certainly, an important cause of loss of permeability, and reducing 

the EVO droplet size in porous media can effectively decrease the permeability 

reduction. The (o/d) ratio of nano-EVO and micron-EVO in medium sand was 1293.7 

and 5.5 which explains the better piping of nano-EVO as compared to micron-EVO. 

The results also indicate that the larger the size of the colloidal particles, the higher the 

permeability reduction in the porous media. Furthermore, the retention percentage of 

the colloidal particles only was not enough to conclude the permeability reduction in 

porous media, however, it needs to be combined with the particles size. 
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Gao et al. (2018) studied the influence of coal fines migration on the pores of 

coal samples under various flooding conditions and fines concentration. Specifically, 

they investigated the generation and migration of coal fines in the field of coalbed 

methane production in the dewatering phase as an important unconventional gas 

resource. A series of flow experiments were conducted under field conditions with 

natural coal rock cores, where each experiment had a different concentration and flow 

rate of fines. The inlet and the outlet pressures in each experiment were analyzed to 

predict the permeability of the core. The equivalent permeability of the coal core 

samples with coal fine migration was calculated whenever the difference in pressure 

reached a pseudo-steady state. The impact on flow rate on the permeability in the coal 

cores was then analyzed and related to the migration of carbon fines. Six core samples 

with different gas permeabilities ranging between 0.02-0.46 millidarcy were used for 

the experiments. These demonstrated that the long-term preservation of differential 

pressure may result in new openings and severe fractures the coal rocks during the pure 

water injection; while coal fines may clog a few natural cleats and pores with micro 

cleat during their transport in porous media. Also, for the lower fine concentration, 

0.004 g/cm3, a lower reduction in permeability was observed, while a higher reduction 

in the core permeability caused by the injection of the higher fine concentration was 

observed. The authors concluded that maintaining a stable and effective 

depressurization rate during drainage can effectively limit the output of coal fines and 

decrease the damage to the permeability of coal reservoirs. 

Recently, Saha, et al. (2019) studied the nano-zero-valent iron (nZVI) 

synthetization at a stable colloid (nano-sized) suspension with different levels of natural 

(Reetha extract) and two synthetics (PAA and Tween 20) surfactant, in a range of 

surfactant concentrations such as 1%, 2%, 5%, and 4% (v/v ratio) to evaluate the surface 
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charging effects on the size of particles. The efficiencies of the surfactant were 

compared to each other in terms of their ability to keep the nZVI particles in suspension 

in porous media. Two-column transport experiments were conducted using large and 

small sands as a model porous medium with sizes of 0.56 ± 0.015 mm and 0.22 ± 0.025 

mm. Two different flow velocities of 2.3 and 4.82 m/h were tested in the column with 

large particles, while the flow velocities used in the small collector's size column were 

0.36 and 2.3 m/h. Different pH was nZVI suspensions were used to determine the effect 

of pH and point of zero charges on the suitability of particles. The results concluded 

that surfactant with functional groups increases the electrostatic and steric repulsion on 

the nZVI surface which gives it ionic resistance to prevent aggregation of the particles 

and maintain the suspension of the fine fraction. The behavior of nZVI particles 

transport depends on different factors such as collector size, surface charge, and pore 

flow velocity. 

2.1.4. Modeling and simulations on the mechanical processes 

A population balance model was derived by Santos and Bedrikovetsky 

(2006) for the transport of particle suspension including the exclusion of solids by 

porous rock behavior. The model seeks to reduce the flow and accessibility to pore 

space, provided that large particles can not travel in smaller pores as they will be 

captured. Every particle has been assumed to only enter one pore. The pore space was 

locally modeled on a parallel bundle of capillaries. The flow-through each pore was 

proportional to the fourth power of its radius. For a single pore size medium, the 

analytical solution for the flow shows that small particles were captured advection free 

and that big particles do not enter the pore medium. As a result, in a pore medium with 

uniform size, there was no deep bed filtration. Also, the particles with a larger diameter 

than all pores did not migrate, while the smaller particles migrate without being 
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captured through the medium.  

 Bedrikovetsky et al. (2011) developed a new particle detachment mathematical 

model based on the matrix surface of pores based on the particles mechanical 

equilibrium. The classical theory of filtration assumes simultaneous capture and 

diffusion of particles. Results revealed that a dimensionless proportion was obtained 

between drag and normal forces that act on a particle that defines the torque-

equilibrium. The maximum retention of the dimensionless ratio (dislodging number) 

closes the mechanism of control of colloid transport equations with the release of 

particles.The highest maintained concentration compared with the dislodging numbers 

closes equations system with particle dislodging for deep bed filtration. An exact 

analytical solution was possible with the single-dimensional suspension problem 

injecting into a clean bed. The solution includes an erosion front that meets the torque 

balance criterion. The novel characteristic of the solution was that the erosion front has 

a small discontinuity. The solution demonstrates that erosion begins at the core inlet 

and extends into the core until the torque balance zone is at the entire core; particle 

suppression no longer occurs from that point. The solution allows the determination of 

all three model coefficients of pressure drop curve during steady flow injection 

(filtration and formation damage coefficients together with the peak retention 

concentration).  

A deep bed filtration model for migration of the associated surface phase was 

developed by Yuan and Shapiro (2011). The authors suggested a mathematical model 

for suspension/colloid flow in porous media and non-monotonic deposition. The 

movement of monodispersed solids in the bulk aqueous phase was presumed to be 

described by the advection-dispersion equation with a single sink term and a source 

term. The model considered one-dimensional flow as it was prevalent in most studies 
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and many applications. The model parameters estimation was performed with available 

experimental information from previous studies. The sensitivity analysis of the 

generated model reviled that the greater the ratio of advection velocity of particles in 

the surface associated phase to advection velocity of particles in the bulk aqueous 

phase, represented by 𝑓𝑚, leads to maximum final deposition closer to the inlet. The 

larger the dimensionless longitudinal dispersity values represented by R in the mass 

aqueous phase, the closer the peak of final deposition will occur to the outlet. However, 

this behavior was also associated with mass aqueous transport where more dispersivity 

values will cause the breakthrough curve to be washed out more than expected. The 

results of the numerical modeling were in agreement with the experimental 

observations. 

The movement of fine particles in porous media was investigated by 

Hirabayashi et al. (2012) to explore its impact on suspension permeability at the micro-

scale level. A solid-liquid two-phase Lattice Boltzmann Method with spherical sand 

grains of distinct diameters enabling  3D microscopic numerical simulations were used. 

The results indicated that the change of the pressure over the distance was observed to 

be linearly proportional to the relative velocities between the fine particles and the fluid. 

though measurement of the relative velocity not possible. The study suggested that the 

proportion of particles trapped in the porous media to the mobile particles can be related 

to the relative velocity of particles and their size in relation to the framework particles. 

Moreover, the decrease in apparent permeability relies substantially on the size and 

concentration of the mobile fine particles.  

 Boccardo et al. (2014) studied particle transport and deposition in different pore 

network geometries and flow rates under favorable collector-particle interactions using 

microscale CFD simulations. The results indicated that the porosity and effective grain 
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size were capable of fully characterizing the observed behaviors in the case of circular 

collectors, while in the case of realistic porous media, another parameter should be 

included in the laws predicting Brownian particle deposition. However, hydrodynamic 

forces were neglected which limited the ability to study the influence of large particles 

on drag forces. 

 Lei et al. (2017) studied the effects of concentration and density of suspended 

particles on their deposition at the interface of porous media. Using the direct-forcing 

immersed boundary-lattice Boltzmann (IB-LBM) method, the migration, and 

deposition of micro-particles was simulated using different densities of 2, 2.45, and 3 

g/cm3 and different concentrations of 13.9, 18.5, and 23.1 particles/mm2. A 

proportional relationship was obtained between increasing particle density and the 

number of particles deposited on porous media. The micro-particles easily move over 

interfaces when the concentration of suspended particles was small and the deposition 

at the interface was larger. Therefore, the concentration of particulate was not strongly 

correlated to the overall quantity of deposition but impacts the distribution of deposited 

particles. 

 Li and Prigiobbe (2018) conducted pore-scale  numerical simulations  to 

investigate fines migration and its ability to trace the behavior of a single particle. The 

model was composed of three components: (1) Lattice Boltzmann method (LBM), (2) 

immersed boundary method (IBM), and (3) discrete element method (DEM). Findings 

from this study reveal that although fine particles decrease the permeability, original 

permeability can be restored through the application of a high-pressure drop. In 

addition, the main two factors governing the migration process of fine particles were 

the size of fines and the geometry of pores.  

 Su, et al. (2019) presented a direct numerical simulation for particle flow in 
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porous media. The movement of the fluid into the pores was described using the Navier-

Stokes equation. The discrete element method was used for describing the contact 

between fine and grains particles. ERIGID was used to detect the contact between the 

particles and the pore walls. The fictitious domain method was used to evaluate fluid-

particle interactions. The base point-increment method was used to enhance the 

numerical accuracy of the discrete element method. The time coupling between fluid 

tracking and discrete element method was realized by a dual adaptive time-stepping 

scheme. The pore structure was reconstructed from real rock samples using micro-CT 

images. The results indicated that particle clogging causes changes in local pressure, 

reflected by changes in the pressure difference between the inlet and the outlet. These 

pressure differences can lead to fluid velocity fluctuating in the pore space, which can 

influence particle motion in the affected area. Also, particle size plays an important role 

in their migration, where small particles migrate along the mainstream direction and are 

less dispersive along the flowing direction. 

 Numerically, the influence of the distribution of particle size on contaminant 

transport in porous media by Won et al. (2019). The model utilized a lognormal 

distribution to describe the distribution of particle size. In addition, simulated 

breakthrough curves were determined to evaluate bed efficiency and the contaminant 

saturation and the experimental results on the contaminant sand and the contaminant 

Colloidal particle reaction model were provided and validated. The colloidal particle-

sand interaction during the transport in saturated porous media was taken into 

consideration by three major processes namely, straining, attachment, and detachment. 

For a sampling of colloidal particles and sand during certain particle size ranges, the 

Latin Hypercube Sampling (LHCS) technique was used. The results indicated that, as 

the average size and the standard deviation in colloidal solids increased, the transport 
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of contaminants was delayed. With the enhanced average size of colloidal particles, the 

effects of a standard deviation on retardation of transport became more significant due 

to the median size and standard deviation in the quantity of the retained colloidal 

particles. Therefore, in the prediction of contaminant transport, the particle size 

distribution should be considered. 

2.2. Chemical processes of fines in porous media 

2.2.1. Theoretical studies on the chemical processes 

The fabric of fines or the degree to which fines cluster together can have a 

substantial impact on the behavior of the fines in the porous media system. In general, 

the gravitational influence is weak when the particle size is less than 1 μm or if the 

specific surface is larger than 25 m2/g and the electrical force controls the cluster or 

fabric of the particles. The clustering behavior of the fines depends on the chemistry of 

the water, particularly, the ionic strength and pH.  

 Bulkier particles of silica have weaker and more homogeneous distributions of 

the surface load than flat particles i.e. phyllosilicates. These bulky particles with similar 

superficial loads did not cluster in freshwater but are more likely to remain dispersed 

and participate in migration of piping type. The recharged particles in salty water, 

however, can cluster because positive ions interact between these particles in the 

surrounding water, resulting in decreasing their repulsive inter-particle forces. The 

model Sogami-Ise is based on coulombic forces between similar charges and different 

charges. In an ionic fluid, such as brine, the coulombic repulsion can be balanced 

against ions in the fluid between such particles, reducing duple layer repulsive forces 

and cause attractiveness between the neighboring particles (McBride and Baveye 2010; 

Mojid and Cho 2006; Sogami and Ise 1984). Clustering is usually occurring in 

freshwater where the double layer is thick and minimized for these particles. As the 
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concentration of salt increases, the thickness of the double layer decreases, allowing 

particles to easily cluster and build bridges and blockages on the pores (Jang et al. 2018; 

McBride and Baveye 2010; Molnar et al. 2015). 

2.2.2. Micro-scale experiments on the chemical processes 

 Auset and Keller (2006) conducted several experiments for various particle 

dimensions, grain surface roughness, ionic strength, and flow rates. Tracking of path 

and destiny of individual colloids using an optical microscope was used to observe and 

measure straining and attachment. A spherical polystyrene latex particle was used as a 

synthetic colloid. The ionic strength of the solution was adjusted by adjusting the 

concentration of KCl concentration. The experiments have been performed in physical 

micromodels that contain a homogenous pore network model. The colloidal particles 

strained at the first 1 to 2 pores of the porous media, while the attachment took place to 

form the inlet to the first 6 to 10 pore spaces. The likelihood of attachment was 

considerably decreased once a particle crossed the initial area. The attachment was 

anticipated to take place further upstream in a longer medium but at lower rates than in 

the first few pores. The roughness of the grain surface can be very crucial in determining 

the effectiveness of colloid collisions. With the roughness of the porous media, collision 

efficiencies improved by a factor of two to three. The impact of grain roughness on 

filtration could be explained by a grain shape factor that could be added to the collector 

efficiency equation. Collision efficiencies have risen with enhanced ionic strength 

solutions. Wyss et al. (2006) concluded that the time scale relies on the length scale 

sensitively of the repulsive interaction between particles.  

Colloidal particle deposition in hydrodynamic fluids on a solid surface has been 

investigated by Unni and Yang (2008). In different physiochemical conditions, micro-

scale studies were carried out using several parameters including particle size, Reynolds 
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number and electrolyte concentration. The test results were compared with a statistical 

model for phenomenology to evaluate the particle deposition in a parallel microchannel 

from pressure-driven flows. Two different sizes of polystyrene latex particles were used 

in NaCl electrolytes of different concentrations with a particle concentration of 

2x1014/m3. Their findings demonstrated that particle deposition was significantly 

affected by the electrolyte concentration, which can be explained by EDL interactions 

between charged particulate matter and collector surfaces. A rise in the 

ion concentration would reduce the EDL thickness and zeta potential of the particle 

surface.  In fact, due to the rise in the thickness of the border layer downstream of the 

channel, fewer particles exist in the area of the channel wall downstream compared with 

those in the upper stream due to the shrinking of the particle deposition flow. It was 

also clear that the smaller the particles, the higher the effect of the surface charges on 

their behavior. 

The dynamic accumulation and deposition of particles within porous media was 

investigated for latex suspensions by Agbangla et al. (2012). The authors examined the 

behavior under distinct particles concentrations, suspension flow rate, the density of the 

particles, and fluid physical-chemical conditions. The findings indicated that clogging 

is attributable to different factors, such as latex particle volumetric concentration, 

suspension flow rate, and physical-chemical conditions. When colloidal particles are 

within ultra-pure water or salt solution, the shift to cluster formation seems to be under 

the same conditions. The results also verified that a critical flux density was presented 

that leads to the accumulation of particles and to clogging of the micromodel. Also, 

increasing the concentration of particles in high salinity water leads to an increase in 

the clustering of particles, as well as increasing the flow rate. 

 Dersoir et al. (2015) studied the clogging of a single-pore microfluidic filter 
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to determine the effect of hydrodynamics and the DLVO forces on clog formation. The 

impact of the pore geometry on the clogging structure, as well as the hydraulic 

conditions and the ionic strength of the solution, were investigated. The colloidal 

particles used had diameters ranged from 1-10 µm and it was injected with a volume 

fractions ranging from 10-1to 10-5. The observation indicates that when the pressure 

increases, the pores were blocked faster because the number of particles flowing 

through the pores was equivalent to that of the particles needed to create such 

clogging faster. Moreover, when ionic strength rises, the number of particles needed to 

create clogging decreased significantly.  

 Argent et al. (2015) investigated the influence of nanoscale surface roughness 

on particle retention in porous media under favorable chemical conditions (i.e. high 

ionic concentration). They visualized and described the process of particle retention on 

a physically heterogeneous solid surface, taking into account the impact on retention 

processes of solution chemistry, surface roughness, and particle size. Under various 

chemical conditions, a glass micro-model was used to visualize the particle retention 

and its spatial distribution on the glass surface. It was shown that, if the concentration 

of the solution was high, the strength of the primary minimum attachment was reduced 

considerably by the nanoscale roughness on solid surfaces. The increase of roughness 

fraction on the solid surface-enhanced primary minimum strength, whereas the increase 

of roughness height reduced the strength of minimum primary interactions. The results 

demonstrated that, for surfaces with high roughness, only a fraction of solid surface was 

available for particle retention even at a very high IS of 0.6 M. 

 Robert et al. (2016) investigated the impact of hydrodynamics and colloidal 

interactions on colloidal accumulation that result in the mechanical, structural, and 

geometrical modification of dense structures in porous media. The interplay was 
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explored by adjusting the flow pattern and ionic strength with model suspensions which 

flow into a microfabricated porous obstacle. There were two different obstacle forms: 

firstly, a single pore consisting of two elongated collectors with a gap of a thickness of 

10 mm and spherical caps at the end. The second form was a sheltered pore with three 

single parallel pores with a triangular barrier placed at a variable range upstream to 

adjust the shear magnitude. These two forms enable velocity gradients to be modulated 

and, therefore, high and low-shear accumulation schemes to be considered. By adding 

NaCl, the ionic strength has been enhanced up to 50 mM,below the critical coagulation 

concentration of 70 mM. Suspensions were then injected over a range of 5-500 μL/min. 

Four different aggregate forms were recognized based on the flow represented by the 

Peclet number and the ionic strength conditions. The strong electrostatic repulsion 

forces prevent particles from binding in low ionic strength conditions. Therefore, under 

these conditions, the aggregates formed were not cohesive and only maintain stability 

through the force of the flow. The corner form also corresponds with the velocities 

close to the pores in single pores. Therefore, when particles have no contact, this 

sandpile-like form was anticipated and recovered in the 'labile' area of the stage. The 

screening of the electrostatic repulsion makes it possible for irreversible particle 

attachment to form cohesive aggregates.  

The interplay between hydrodynamic and physicochemical interactions that 

affects the micro-particles filtration was investigated using microfluidic devices with 

real-time pore visualization by Sendekie and Bacchin (2016). The dynamics of 

clogging and changes in permeability were evaluated with respect to time by 

monitoring both flow rate and pressure difference. Flux stepping tests were conducted 

under various physicochemical conditions to determine distinct clogging scenarios. 

Filtration studies were carried out using a microfluidic flow control system under steady 



  

27 

 

pressure and steady flow rates. Suspensions consisted of 5 μm diameter latex 

polystyrene microspheres . Three primary tests were conducted, known as, flux steps, 

steady pressure, and steady flux tests. No particle clogging associated with poor 

collision efficiency was noted at a low flow rate in the presence of potential barriers. A 

higher stream rate induces the impulse impact between particles, which leads to solid 

arches at pores. The association of elevated flow rate and elevated ionic strength 

demonstrated that the filtering method was dominated by the shear strength of the clogs 

which leads to regular archery sweeps that can delay clogging. It could be concluded 

that higher flow rates provide enough energy to the particles to collapse and cluster at 

high ionic concentrations.  

 Cejas et al. (2017) used microfluidics to investigate the deposition of Brownian 

particles in a low Reynolds number flow. The authors focused on the specific case of 

high salinity, evaluating the role of electrostatic forces. Straight channeled  microfluidic 

devices were used to analyze thousands of discrete particles with controlled surface 

chemistry and flow conditions. A suspension of unmodified polystyrene commercial 

monodisperse particles with 5 μm diameter was used as a liquid. The retention profiles 

decrease with the  inverse of the square root of distance from the inlet.  

 Yu et al. (2018) studied migration of fines in real rock volumes using micro-CT 

experimental imaging A single-phase flood test was performed on a Berea sandstone 

core plug where fine particles were injected inside the core. A dry scan was captured 

prior to the flood. The plug was then saturated with 4%NaCl solution with a  a flow rate 

of 3 ml/h before being  flushed with fresh water. During these experiments, the 

difference in pressure through the core plug was monitored and particle counting via 

Electron Microscope-EDS (Energy Dispersive Spectroscopy) imaging were employed 

to assess fines concentration inform the produced water. After the flood trial, the plug 
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was reworked and the second image with the first to measure fines migration was 

matched. Porosity and initially measured core permeability were 24.3% and 1560 mD, 

respectively. Results indicated that micro CT imagery was capable of investigating 

formation damage (permeability reduction) due to fines migration. Injection of 

freshwater resulted in a sharp rise in the production of clay components. The resolution 

of the sand-phase fraction was not changed, although both the high-salinity and 

freshwater injections produced sand. Clays were mobilized during the injection at the 

end of the center plug. At the end of the development of the core plug, some of these 

transported clays are loosened. Computations performed on a tiny micro-CT image sub 

volumes did not indicate any damage to permeability, but calculations performed on a 

larger sub volume showed a decrease of 50%. This demonstrates that the production 

end of the core plug was damaged due to clay fines straining.  

 The progressive blockage of pores at the particle scale was considered by 

Dersoir et al. (2019), who attempted to characterize the clogging process under 

different conditions, pertaining to hydrodynamics, confinement, and physical 

chemistry. They concentrated on an intermediate degree of containment (o/D ratio), for 

which very few particles were in theory needed to block the pore throat which had a 

height of three times and a width of four times the diameter of the particles. The pore 

walls at pore corners capture separated particles at the start of the procedure. It was 

noted that within the pore, there were only two to four isolated aggregates, which first 

develop separately and then combine. Because of the colloidal particles’ high surface 

charges, these aggregates first develop along the stream path, before they also reach the 

middle of the pore, which blocks the pores completely. 

2.2.3. Column-scale experiments on the chemical processes 

The impact of colloidal particles shape on filtration rates in porous media was 
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examined by Salerno et al. (2006) by measuring the retention rate in packaged beds of 

different particles with distinct aspect ratios. Spherical polystyrene latex microspheres 

were used as colloidal particles. These particles were injected into packs of 40 μm 

diameter glass beads in aqueous phases with two ionic strengths of 1 and 100 mM. In 

proportion to their aspect ratios, the retention rate and the collision efficiency of the 

three distinct kinds of particles rose considerably, showing that rods shape particles are 

preferentially  retained when compared to spherical particles. Solution chemistry was a 

significant factor in particle retention. The higher IS solution showing a greater rise in 

collision efficiencies for prolate spheroids. The exposed surface of the particle-packed 

bead interaction rises or reduces in comparison with that for spherical colloids 

depending on the side or tip interaction. For IS of 100 mM, the interaction is always 

appealing and short, and therefore it is probably that the surface area factor is not 

essential. Calculations for a 3:1 aspect ratio show that the efficient region of interaction 

reduces to 20 kT, but still high enough to prevent contact, while adhesion still happens.  

 Sharma et al. (2008) conducted colloid mobilization experiments under 

different boundary conditions, by infiltration of unsaturated sandy sediment columns. 

In addition, experiments with flotation in the form of colloids in the bulk fluid and at 

the liquid-gas interface were measured separately. The transportation mechanisms were 

examined using force calculation (adhesive and interfacial forces). Through 

mobilization experiments, aqueous solutions have been infiltrated into the packed 

sediment columns at various flow rates and different ionic strengths. Deionized water 

was infiltrated at different flow rates to assess the effect of flow rate on colloid 

mobilization.  To evaluate the effect of ionic strength on colloids mobilization, one flow 

rate was chosen (0.071 cm/min), and the ionic strength of the influxes was adjusted to 

match ionic strength of 3, 30, 300, 1500, and 3000 mM. The colloid concentration in 
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the effluent was measured through turbidity measurements using a 300 nm wavelength. 

Results showed that the amount of colloid mobilization was different under suction-

controlled conditions. The shape of the colloid breakthrough curves was different 

between the boundaries. Results showed the importance of liquid-gas interface 

interfacial forces in the mobilization of colloids. The maximum colloid levels increased 

in the outflow by a factor of five to six, with both the drainage boundary and the suction 

boundary tests increasing the flow speeds from 0.018 to 0.284 cm/min. Raising the 

ionic strength of the infiltration solution resulted in a decrease in the concentrations and 

overall colloid mass, which implies further retention under both drainage and suction 

conditions. 

The effect of the shape of colloids on their retention and release in saturated 

porous media was also investigated by Liu et al. (2010). In water-saturated glass bead 

columns, colloids were injected into deionized water and an electrolyte solution with 

0.2 M as ionic strength. The carboxylate modified latex colloids with a diameter of 500 

nm and rod shape with an aspect ratio of 7 were used as the particles. Both hydrophilic 

particles have the same volume and density with negative charges. The model of grain 

host particles used was glass beads with a medium grain size of 0.22 mm. Colloid 

concentration in the tests for spherical particles was 10 mg/L and rod particles were 0.5 

mg/L. Spherical particles were mainly deposited with secondary minimum retention, 

whilst rod shape particles had been deposited with primary and secondary energy 

minimums, which was linked to colloid electrostatic characteristics and a preferred 

orientation with respect to the host particulate.  

 Column experiments have been carried out by Liu et al. (2016) to analyze the 

effects of the hydrodynamic and hydrochemistry conditions on the transport of humic 

acid colloidal particles. A suspension was prepared to better regulate the simulated 
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recharged water’s hydrochemical properties. These conditions were simulated by the 

influential suspension in distinct conditions. Column studies were performed to 

examine the transport of humic acid colloidal through glass beads under various pH, 

cation valence (Na+, Ca2+), ionic strength, and flow rate. The results showed that colloid 

transport can be improved substantially when conditions favor less deposition. When 

the pH increases from 5 to 9, the peak concentration increases as well from 0.98 to 1, 

indicating a slight improvement in colloidal transport. The transportation of humic acid 

colloids was also influenced by IS. As the IS increases, electrical double layer thickness 

reduces, and the repulsion between colloids and collectors will be reduced as well, 

resulting in a decrease in the effluent concentration of colloids. Transportation 

considerably improved as the flow rate increases because of the equilibrium of forces 

between the colloidal particles and the porous medium. 

 Russell et al. (2017) investigated the kaolinite content in rocks and its impact 

on permeability variation during low salinity enhanced oil recovery. In six sand packs 

with distinct kaolinite content ranging from 0 to 10 weight percent, a sequence of 

injections was conducted with decreasing salinity. Studies were carried out using 

unconsolidated sand packs consisting of silica sand as host particles and kaolinite 

particles. Seven distinct solutions of sodium chloride were sequentially injected with 

deionized water. These experiments showed that higher kaolinite fractions reduce the 

sand pack initial permeability.  This observation was most likely due to attaching 

kaolinite particles to the rock to coat the pore throats under a higher concentration of 

kaolinite. Also, the reduction of permeability was greater after the injection of 

freshwater in higher kaolinite content cores due to large pore radii connected with high 

levels of kaolinite, which increases the staining intensity, thus, increase the 

permeability reduction. The rise in permeability occurs in high salinities where the re-
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attachment is more intensive. At low salinities, the possibility of re-attachment was 

small and, thus, the increase in permeability occurred due to detachment of particles 

was dominated by permeability decline due to straining. 

 Tan et al. (2017) conducted multi-temporal observations on intrusion and 

refreshing of marine water using column experiments with a coastal soil based on 

natural flow conditions. Colloid and associated heavy metal transport under different 

IS and pH was investigated. Also, the development of colloid size distribution, colloid 

migration, and hydraulic aquifer parameters at various phases of interaction between 

seawater and freshwater was examined. Results concluded that colloid immobilization 

caused a higher background concentration of heavy metals. However, based on their 

reliance on seawater-freshwater cycles, the release and deposition of colloidal particles 

dominate the transport behavior as the IS and pH changes. Meanwhile, heavy metal 

transportation was determined based on carrier-colloid behavior, particularly for heavy 

metals with powerful affinities, such as Pb. The reduction in the overall surface area of 

migrating colloids probably led to a reduction in heavy metal transportation related to 

colloids. 

Sadri et al. (2017) examined the impact of the surface characteristics of collector 

beads on the transport of colloidal particles in porous media. The dynamics of 

deposition and the accumulation of colloids in contact with the soda lime glass collector 

particles was investigated. The evaluation of colloidal particles and their aggregate 

concentration in columns packed with glass beads was performed using time-resolved 

dynamic light scattering (TR-DLS) and ultraviolet-visible (UV-V) spectroscopy. 

Results indicated that ions released from the collector’s surface cause colloidal particles 

to aggregate. The aggregation and removal of colloidal particles did not dominate the 

transport behavior in the lack of surface ions which facilitated colloid transport.  
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 Li et al. (2018) investigated the transport properties of high colloidal 

heterogeneous Mg(OH)2 concentrations in porous media using column experiments. 

The influence on the transport properties of colloidal Mg(OH)2 was analyzed under 

several parameters. Several experiments were performed with different flux velocities, 

porous media sizes, ionic strengths and initial colloid concentrations. River sand was 

used as grain particles with five different sizes ranging from 0.115 to 0.53 mm. A total 

of 15 experiments were carried out with different flow rates (between 0.158 and 1.23 

m/h), various ionic strengths (between 0.3 and 2 mM), and different Mg(OH)2 

concentrations (5 to 10 mg/l). Calculus methods combined with the Colloid Filtration 

Theory, T-E equation, and modified Maxwell theory were used to model the transport 

of high concentrations of the Mg(OH)2 colloid. Results indicated that C/C0 was 

independent of the initial Mg(OH)2 colloidal concentration, suggesting a linear 

relationship between the deposition of the particles in porous media and the initial 

colloidal concentration. Also, the higher flow rates resulted in a greater hydrodynamic 

forces that increased the colloid detachment from the studied porous media and 

increased the effluent concentration, as confirmed by Shen et al. (2010). The increase 

in porous media size would reduce hydrodynamic strength significantly and decrease 

colloid detachment from porous media. However, since the porous media size was 

negatively correlated to collision efficiency, larger pores within a given  porous media 

could reduce the efficacy of collision. Hence, the impact of porous media on colloidal 

Mg(OH)2 migration was not as important as the flow rate Torkzaban et al. (2007).  

 Kanimozhi et al. (2019) conducted laboratory experiments for saline water 

injection in the presence of kaolinite colloidal fines in high-temperature carbonate 

porous media. Three sets of core flood tests conducted at 100, 150, and 200 °C were 

performed. At these temperatures, kaolinite suspended in water was introduced into the 
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core, to examine possible hydraulic damage or decline in permeability. The increase in 

pore volume injection (PVI) was noticed to improve the concentration of fines. Higher 

temperatures (200° C) also contribute to the elevated level of kaolinite fine 

concentration, because at greater temperatures, the fine particles were excited. After 

some time, the permeability of the core decreased because of fine suspension and 

straining. The higher loss in permeability was recorded at a higher temperature at 200 

°C. 

2.2.4. Modeling and simulations of chemical processes 

 Li et al. (2010) examined the sensitivity and effects of solution chemistry, fluid 

velocity, and grain and colloid size to simulate colloid deposition in the discretization 

of pore spaces. Lattice-Boltzmann flow simulations have been carried out in two 

packaging systems at different discretization resolutions. Simulated flux fields were 

incorporated in both models to analyze colloid transport in a three-dimensional particle 

tracking system. In the unit cells of the simple (SC) and dense packaging (DC) schemes, 

the susceptibility of the virtual colloid deposition to porous space discretization was 

tested. Both structures include grain connections, which are usable in real porous media. 

Porosity structures 0.476 and 0.26 are simple cubic and dense packing structures. Force 

and torque balances have been used to assess the colloidal velocity within the pores. 

Simulations of particle transport(?) show that colloids can be preserved in favorable as 

well as unfavorable conditions for deposition. A large proportion of deposition (5-15%) 

occurred at contacts between grains with a colloidal-grain ratio of greater than 0.01. At 

lower ratios and low flow rates, grain-to-grain contact deposition was negligible. Under 

the low energy barrier criteria, the differences of total deposition between the medium 

and lower fluid velocities were at least 5% of both packing systems for colloids with 

diameters of less than 1.0 μm and grain diameter of 300 μm. 
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A laboratory-based mathematical model for fines migration was introduced by 

You et al. (2016) to predict the reduction in productivity during exploitation of  

geothermal reservoirs. Water flow rate in the mass equation was substituted by particle 

velocity, which explains long periods for the stabilization of the permeability of the 

mobilized particles by slow surface movement. To explain its non-convex shape, the 

highest retention function for a monolayer of size-distributed fines was also 

implemented in the fundamental equation. The exact solution to the system of one-

dimensional fluid equations with a steady increase in velocity was achieved. The 

velocity of migrating particles was supposed to be different from that of carriers. In 

comparison with their advection, the dispersion of fine particles was also insignificant. 

Due to the segregation of the particles, an insignificant rise in permeability has been 

alleged in comparison with the reduction due to particle strain. The analytical model 

for the mobilization of fines, migrations, and pressures provides explicit formulas for 

suspended and strained concentrations and core permeability. Slow-motion of released 

rolling or sliding particles can explain the large stabilization periods during fine 

migration where the implementation of the Driving Delay Factor enables identification 

of permeability history. Modeling predictions for geothermal conditions at high 

temperatures show that the maximum retention concentration reduces when compared 

to conventional aquifers and petroleum reservoirs, resulting in more serious 

permeability damage. A good balance has been noted between the measured 

permeability of the laboratory and the model. 

 Kheirabadi et al. (2017) developed a one-dimensional numerical model using a 

fully implicit finite difference method for colloid-associated contaminant transport. 

This system was based on equations of mass balance and mechanisms of mass 

partitioning between solid matrix and carriers, as well as, contaminants and liquids. 
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Two approaches represent this phenomenon: a fully kinetic first-order approach, and 

equilibrium approach. The formulation of the model can be simplified by applying the 

equilibrium distribution of particles. In practical cases, however, contaminant transport 

can be predicted more accurately by kinetic simulation. The effect of numerous 

chemical and physical coefficients on the movement of pollutants was investigated to 

determine the model's vulnerability. When contaminant sorption is in balance, mass 

transfer rates of adsorption and desorption by mobile and immobile colloids were 

similar. Contaminants were shown to be transported over larger distances than 

traditional advection diagnostic models (Figure 3). According to this work, a drop in 

the coefficient of colloidal deposition will substantially increase the overall transport 

of mobile pollutants. 

 

Figure 3: Sensitivity of the kinetic model of Kheirabadi et al. (2017) to changes in 

adsorption rate. From (Kheirabadi et al. 2017) 

 Yang and Bedrikovetsky (2017) derived an exact solution for arbitrary 

filtration, accessibility, and drift-delay-functions on fine migration problems. The 

solution-derived forms of curves demonstrate the varying colloidal suspension flows 



  

37 

 

between linear and nonlinear. The exact solution distinguishes between fines-migration 

flows between uniform profiles for hanging and retaining concentration before the front 

and no hanged fines behind the front. The model represented the transfer and 

preservation of fine particles by low-salinity water injection into porous media. The 

retention rate was commensurate with the advective particle. Fine-particle dispersion 

was negligible as opposed to particle advection. Suspended particles were also assumed 

to be mono-sized. After the injection of several pore (volumes?), (fines?) concentration 

and pressure drop throughout the core  stablizes. Modeling of Navier –Stokes 

suspension-colloidal flows within porous media also demonstrates that the particle flow 

close to the pore wall was significantly smaller than that of theinjected fluid velocity. 

It is assumed that the suspended particluate fill the pore space at the start of the injection 

and are yet to be captured by the framework. It was also assumed that the associated 

fines will be released immediately preceding a change in salinity. A retention 

mechanism was assumed, where parameters changing porous space and capture 

probability are determined by the retention concentration. The solution demonstrates 

that the colloidal concentrations of suspended and retained particles ahead of the 

concentration front depend only on the time. The concentration suspended behind the 

front was zero, and the retention was constant. Moreover, the lower the ionic strength 

in the injected water,  the lower the average retention concentration regardless of the 

anion type. 

 Coronado and Díaz-Viera (2017) presented a model to describe fine migration, 

detachment, and blockage, and the impairment of permeability observed in low-salinity 

single-phase laboratory core flood experiments. The key principle of maximal (critical) 

preservation was retained, but a physically unrealistic abrupt cut-off from the attached 

fine was present. An updated fines equation was considered, and the peak retention 
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function was a more general mathematical expression. The updated equation describes 

the smoother kinetics of the fastener-removal process and extends the overall retention 

function to low critical salinity concentrations. The equation scheme has been 

numerically evaluated using the finite element method and applied in three studies of 

low-salinity water injection. A cylindrical sandstone core saturated with saline water 

was used as the model domain. Initial permeability and porosity in the core were 

assumed to be constant. The brine was constantly injected into the inlet face of the core 

during the injection experiment, while the pressure was constantly maintained in the 

outlet face. The balanced equation for the fines involves mobile fines dispersion and 

the sink-source terms of the attached/detached and strained fines. Results showed that 

for water injection with salinity lower than 0.05%, the attached fine concentration 

remains constant and then starts to decrease gradually at PVI of 400. The authors 

concluded that the attached fines were almost uniform inside the plugs, although they 

have decreased in time. The behavior of the blocking fines was explained by the 

concentration of which depends on PVI for 3 places in the plug. No fines were clogging 

at the plug input and the number of clogged fines increases over time (i.e. PVI) and 

with distance inside the plug. 

 Russell et al. (2018) presented a mathematical model for fines in single-axial 

coordinates describing the kinetics of particle detachment separately due to variations 

in velocity and salinity. A system of transport equations with particle detachment 

kinetics, where the high-speed detachment was immediate because of the flow 

incompressibility and the detachment by decreasing the fluid salinity was delayed due 

to the micro-scale diffusion. The fluid, as well as the particles, were considered to be 

incompressible. Particles suspended were supposed to travel at a lower velocity than 

fluid velocity by a drift delay factor across the porous space. The straining of particles 
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was assumed to be an irreversible process. The attachment of particles due to the 

electrostatic attraction was ignored. A postponed impact on the detachment of particles 

was assumed to have changes to the fluid salinity by changes in NaCl concentration. 

The strain rate was expected to be proportional to the incoming concentration of the 

suspended particle. The attached concentration was governed by the critical retention 

function based on fluid salinity and velocity. It was predicted that particles mobilize 

immediately at the start of high-velocity injections, while mobilizing gradually behind 

the low-salinity front performed deep bed filtration independently. 

 Chequer and Bedrikovetsky (2019) developed a set of governing equations that 

describe fine particle transport in undersaturated and oversaturated rock. In laboratory 

tests, the critical velocity and salinity were identified, enabling a controlled 

oversaturation and undersaturation during the core flooding. 1D suspension-colloidal 

transport was studied using a mathematical and laboratory model for over and 

undersaturated fines. For suspension colloidal transport with fine detachment and 

retention in porous media, the following assumptions were used for the modeling: 

carrier fluids were incompressible and the concentration of fines was low, to avoid the 

influence on carrier fluid volumes. The effect of porosity and particle mobility were 

considered negligible. The kinetic equation describes the strain rate of the particles and 

is proportional to the particle flux. A comprehensive system of single-phase flow 

equations account for the fines migration due to the alteration in the salinity comprises 

of the mass balance equation for the concentrations of the different types of particles; 

strain kinetic rate, maximum retention function for attached concentration, salt mass 

balance, and modified Darcy’s law accounting for permeability damage. In the 

oversaturated case, at the early stage of injecting, the excess of the initial concentration 

attached over the critical retention value was released. When the injected salinity 
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exceeds critical salinity in the undersaturated case, no fine mobilized movement was 

caused by low-salinity water injection. The pattern in the flow in the oversaturated 

case was fines from the start of the injection, corresponding to the immediate release of 

fines at the beginning of the injection and their deep bed filtration. For the under-

saturated case, the pattern was the fact that the fines will not appear until critical salinity 

is reached in the core effluent. 

 Modern pore-scale modeling has been developed by Sanematsu et al. (2019) to 

simulate the fine particles transport in realistic porous media at the pore-scale using X-

ray microtomographic images. The fluid and particle transport was simulated using 

direct numerical simulations of fundamental motion equations. Stokes flow and particle 

tracking using the Lagrangian method was used to track the transportation and fates of 

the nanoparticles. X-ray microcomputed tomographic (µCT) images from Berea 

sandstone were used to determine the effect of particle diameter and compute domains 

consisting of attractive and dramatic surrounding forces and flow rates. The 

incorporation of surface forces by a modular arrangement that permits the inclusion of 

various surface force profiles through the porous medium has resulted from tabular or 

theoretical data together with the unstructured grid. Results revealed that the rise of the 

initial surface force profile induced a rise in particle deposition in the presence of 

favorable surface forces respectively. The susceptibility to changes in surface forces 

was improved by smaller particles. The flow rate had an important impact on the 

recovery of colloidal particles when attractive surface forces were present.  
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CHAPTER 3: NUMERICAL MODEL STRUCTURE 

3.1. Geometric representation of porous media 

Synchrotron x-ray micro computed tomographic images of the studied 

sediments were captured at the Argonne National Laboratory (ANL) synchrotron 

facility (Jarrar et al. 2018). 2D sections (orthoslices) were taken from the resultant 

volume images which were subsequently binarized. A MATLAB code was used to 

extract the grain particles boundary out of the segmented images by creating small line 

segments when the gradient value between two adjacent pixels is non-zero. The line 

segments were converted to polylines in AutoCAD. The pore structure had to go 

through a post processing steps, since pore throats were lost when scanning the 

sediments. Hence, the pore throats were edited to have a more representative geometry. 

The extrusion command was used after that to add depth to the extracted boundaries 

creating a quasi 2D extruded geometry. This geometry was converted to a mesh and 

used directly for the DEM model calculation. Additionally, the geometry was used to 

create the fluid domain mesh for the CFD model. Figure 4  illustrates the geometry 

creation workflow described above.  

 The fluid domain mesh was created and enhanced using the built-in libraries in 

OpenFOAM. The features of the solid’s geometry were extracted using 

SurfaceFeatureExtract tool. This process involves simplifying the geometry by only 

including edges/features whose angles exceed a determined value for computational 

simplification. Then, features were used to create the hexahedral mesh that represents 

the fluid domain. This process starts by encompassing the entire domain with a 

background hexahedral mesh using BlockMesh, then further refinement is done to fit 

the solid’s geometry using SnappyHexMesh. The refinement was done to be of multiple 

levels to ensure both the minimization of computational complexity, as well as the 
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accurate representation of the fluid domain. The refinement works by starting from a 

specific point within the mesh and splitting the hexahedral background mesh elements 

to capture the details of edges. Then cells that lie within an enclosed bounding region 

in the domain are removed. The remaining cells’ vertex points are then moved to snap 

to the geometry’s surfaces to eliminate the jagged edges. This step ensures accurate 

representation of the fluid domain by discretizing it to smaller volumes that will be used 

to numerically solve the mathematical equations of the fluid flow (Figure 5). 

  

Figure 4: Geometry creation map from sample pore scale image to both DEM and CFD 

model meshes. 
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Figure 5 Steps to create the mesh for the fluid domain around the grain particles. 

3.2. Mathematical Model 

3.2.1. Fluid flow equations 

The fluid flow model was calculated using the finite volume method, where the 

fluid domain is represented by small control volumes in which the mass and momentum 

of the fluid are calculated (Boudet 2011; Lomax et al. 2002). Determination of the field 

mass and momentum was done by integrating the governing equations over the domain 

cells. The CFD open-source toolbox OpenFOAM solves the coupled Navier-Stokes 

equations [Eq.1a] and the continuity equation [Eq.1b] for incompressible fluid to 

calculate the pressure 𝑝 and velocity 𝑢 (Weller et al. 1998).  

𝜕

𝜕𝑡
(𝜌𝑢) + 𝛻 ∙ (𝜌𝑢𝑢) = 𝛻𝑝 + [𝛻 ∙ (𝜇(𝛻𝑢 + 𝛻𝑢𝑇))] + 𝐹𝑠𝑎             [1.a] 

𝛻 ∙ 𝑢 = 0                   [1.b] 

 Where 𝜌 is the fluid density, 𝜇 is the dynamic viscosity and 𝐹𝑠𝑎is the net external 

force that could affect the fluid body. Figure 6 shows the boundary conditions for 

pressure and velocity. The flow was modeled as pressure-driven , hence pressure values 

at both the inlet and outlet are constant, while the velocity is calculated. The two sides 

(1) (2) (3) 

(6) (5) (4) 
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are considered as symmetrical, whereby the velocity condition is a slip-condition. On 

the other hand, the mesh boundary that represents the boundaries between the grain 

particles and the fluid domain has a no-slip velocity condition. This ensures that the 

velocity at the surface of the grain particles is zero. 

 

Figure 6 Pressure and velocity boundary conditions for the fluid domain. 

3.2.2. Equations Governing particle interactions 

Discrete Element Method (DEM) is a Lagrangian approach for calculating the 

trajectory of each particle in a large granular system (Kloss et al. 2012). The particle 

trajectory is calculated by considering the interactions between other particles/walls and 

how they influence the particles’ behavior. Particle motion encompassed by translation 

and rotational changes. Newton’s laws for translation and rotational motion are derived 

from the following equations for each particle 𝑖 [Eq.2a&b]. 

𝑚𝑖
𝑑𝑣𝑖

𝑑𝑡
=  𝑚𝑖𝑔 + ∑ 𝐹𝑖

𝑝−𝑝
𝑁𝑝

+ ∑ 𝐹𝑖
𝑤−𝑝

𝑁𝑤
+ 𝐹𝑖

𝑓−𝑝
              [2.a] 

𝐼𝑖
𝑑𝜔𝑖

𝑑𝑡
=  ∑ 𝑟𝑖𝑐 × 𝐹𝑖

𝑝−𝑝
𝑁𝑝

+ ∑ 𝑟𝑖𝑐 × 𝐹𝑖
𝑤−𝑝

𝑁𝑤
+ 𝑇𝑖

𝑓−𝑝
               [2.b] 

Where 𝑚𝑖 is the particle mass, 𝑣𝑖 is the velocity, 𝑔 is the gravitational 

acceleration and 𝑁𝑝 and 𝑁𝑤 are the numbers of particles and walls, respectively. 𝐹𝑖
𝑝−𝑝

, 
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𝐹𝑖
𝑤−𝑝

and 𝐹𝑖
𝑓−𝑝

 are the forces applied from the other particles, wall, and fluid, 

respectively, on the particle 𝑖. For the torque equation, 𝐼𝑖 is the particle inertia, 𝜔𝑖 is the 

angular velocity and 𝑟𝑖𝑐 is the torque radius. The calculation of the force acting on the 

particle 𝑖 coming from another particle 𝑗 is calculated based on the granular hertz model 

as in Figure.7 as two components normal and tangential (Ai et al. 2011; Brilliantov et 

al. 1996; Di Renzo and Di Maio 2005; Schwager and Pöschel 2007; Silbert et al. 2001; 

Zhang and Makse 2005). The normal force [Eq.3a] is calculated by two terms. One that 

represents the spring force, which depends on the normal overlap 𝛿𝑛𝑖𝑗. The other term 

is the damping force, which depends on the normal relative velocity 𝑣𝑛𝑖𝑗. The 

tangential force [Eq.3b] consists of two components as well. The shear force, which 

depends on the tangential overlap 𝛿𝑡𝑖𝑗. The other one is the damping force, which 

depends on the tangential relative velocity 𝑣𝑡𝑖𝑗.  

𝐹𝑛 = 𝑘𝑛𝛿𝑛𝑖𝑗 − 𝛾𝑛𝑣𝑛𝑖𝑗                  [3.a] 

 𝐹𝑡 = 𝑘𝑡𝛿𝑡𝑖𝑗 − 𝛾𝑡𝑣𝑡𝑖𝑗                   [3.b] 

 

Figure 7: Granular model hertz illustration for particle interactions used in the DEM 

model. 

 For the time that the particles are in contact with the ’history‘ effect, the shear 

force induces the tangent displacement between the particles. 𝑘𝑛 and 𝑘𝑡 represent the 

elastic constants for normal and tangential contact, while 𝛾𝑛 and 𝛾𝑡 are the isoelastic 
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damping constant for normal and tangential contact respectively. The coefficients 𝑘 and 

𝛾 are calculated based on the material properties defined for the particles such as 

Young’s and the shear modulus, Poisson ratio, and the coefficient of restitution. The 

same model is used to calculate the interactions between fine and grain particles.  

3.2.3. Coupling scheme equations 

The CFD-DEM coupling approach is a four-way coupling model, where fluid-

particle interactions are included, as well as the particle-particle interactions. The 

coupling method is an Eulerian-Lagrangian method that accounts for the granular phase 

by introducing a volume fraction 𝛼𝑙 into Navier-Stokes equations [Eq.4]  (Goniva et al. 

2012; Zhou et al. 2010). 

𝜕

𝜕𝑡
(𝛼𝑙𝜌𝑙𝑢) + 𝛻 ∙ (𝛼𝑙𝜌𝑙𝑢𝑢) = −𝛻𝑝 − 𝐾𝑠𝑙(𝑢 − 𝑣) − 𝐹𝑠−𝑙 + 𝛻𝜏 + 𝛼𝑙𝜌𝑙𝑔           [4.a] 

𝛻 ∙ (𝛼𝑙𝑢) = 0                   [4.b] 

𝐾𝑠𝑙 =
𝛼𝑙 |∑ 𝐹| 

∀𝑐𝑒𝑙𝑙|𝑢−𝑣|
                  [4.c] 

𝐹𝑠−𝑙 =
(𝐹𝑑𝑟𝑎𝑔+𝐹𝐴𝑟𝑐ℎ𝑖𝑚)

𝛼𝑙
− 𝛼𝑙∀𝑙𝑔                [4.d] 

 Where 𝜏 represents the viscous shear stress tensor and 𝐾𝑠𝑙 is the implicit 

momentum source term, ∀𝑙 and ∀𝑐𝑒𝑙𝑙 are the fluid and the cell volumes. The drag force 

acting on each particle was calculated in a resolved manner using the method proposed 

by Shirgaonkar (Shirgaonkar, Maciver, and Patankar 2009). While the volumetric lift 

force was calculated from the density difference between fluid and particles. The 

coupled mathematical scheme is presented in the flow diagram below in Figure 8. 
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Figure 8 The CFD-DEM coupled model flow chart used to predict the fine migration 

behavior in porous media. 

3.3. Numerical setup 

3.3.1. Numerical solvers 

First-time derivatives of parameters are calculated using the Euler discretization 

scheme, which uses the current time and previous time to evaluate the derivative as 

described in [Eq.5] for any parameter 𝜙. 

𝜕

𝜕𝑡
(𝜙) =

𝜙−𝜙𝑜

𝛥𝑡
           [5] 

Linear interpolation is used to evaluate mesh face values, which is achieved by 

averaging the cell center values of cells on either side of the surface by assuming the 

parameter changes linearly between cell centers [Eq. 6]. One advantage of this scheme 

is that it is second-order accurate. 

𝜙𝑓 = 0.5(𝜙𝑐 + 𝜙𝑑)          [6] 

The divergence for the velocity and the viscous stress-tensor term in the fluid 

momentum equation is evaluated using the Gauss theorem with linear interpolation. 

The divergence for mass flux is also done using the Gauss theorem, but the Linear-

Upwind Stabilized Transport interpolation scheme was used instead, as it is has shown 
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more stability. Additionally, for the calculation of the surface normal gradient, the 

scheme is uncorrected since the mesh is exclusively hexahedral (Agesen, Blæsbjerg, 

and Ehlers 2019). The Laplacian term of the fluid equation is solved using Gaussian 

integration with linear interpolation which is first-order accurate and bounded. Cell 

gradients are evaluated using the Gauss theorem which solves the volume integral as a 

surface integral [Eq. 7]. 

∫ 𝑉(𝛻 ⋅ 𝑢)𝑑𝑉 = ∮ 𝑆(𝑛 ⋅ 𝑢)𝑑𝑆         [7] 

The primary solver for the fluid flow is the Pressure Implicit with Splitting of 

Operators (PISO) algorithm, which is an extension of the Semi-Implicit Method 

for Pressure Linked Equations (SIMPLE) algorithm (Ferziger and Perić 2002; Issa 

1986; Issa, Gosman, and Watkins 1986; Paulo J. Oliveira 2001). It operates based on a 

series of predictors and correctors until convergence. It starts by guessing the initial 

values for pressures and velocities and goes through a series of correctors to update the 

values. The algorithm repeats the steps of predicting and correcting until convergence 

to a certain tolerance of 𝑇 = 10−6. The one-dimensional momentum equation for the 

fluid, ignoring the gravity effect, [Eq. 8] is used to explain the PISO algorithm.  

𝜕𝑢

𝜕𝑡
+

𝜕

𝜕𝑥
(𝑢𝑢) =

𝜕𝑝

𝜕𝑥
                      [8] 

The predictor equation [Eq. 9a] discretizes the original equation using the 

schemes discussed before, where the predicted values are donated by ∗. The solution 

vector form [Eq. 9b] 𝑪 is the coefficient array multiplying the solution 𝒖∗vector and 𝒓 

is the right-hand side explicit source term without the pressure gradient. Then the matrix 

𝑪 is split into its diagonal matrix 𝑨 and its off-diagonal matrix 𝑯′ as shown in [Eq. 9c], 

the equation is solved for the predicted velocity value.  
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𝐶𝑢∗ = 𝑟 − ∇𝑝𝑛                  [9.b] 

𝐴𝑢∗ + 𝐻′𝑢∗ = 𝑟 − ∇𝑝𝑛                 [9.c] 

The discretized explicit velocity corrector equation [Eq. 10a] uses the predicted 

velocity and pressure values 𝒖∗, 𝒑∗as well as the old value of the velocity 𝒖𝒏 to solve 

for the corrected velocity 𝒖∗∗ as in [Eq. 10b]. The value of the velocity is calculated 

using the Preconditioned Bi-Conjugate Gradient (PBiCGStab) numerical solver, which 

has good parallel scaling (Barrett et al. 1994; van der Vorst 1992). While the pressure 

value is calculated using the Generalized Geometric-Algebraic Multi-Grid (GAMG) 

solver. 
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          [10.a] 

𝑢∗∗ = 𝐴−1𝐻 − 𝐴−1∇𝑝∗               [10.b] 

Where; 𝐻 = 𝒓 − 𝑨−𝟏𝑯′                  [10.c] 

Geometric Agglomerated Algebraic Multigrid solver (GAMG) was used for the 

pressure as well as the volumetric flux. The GAMG solver works by creating a coarse 

grid using different agglomeration and coarsening algorithms. These agglomeration 

algorithms can either be geometric, using the mesh geometry, or algebraic, by applying 

the same techniques to the matrix itself. The coarse grid is then used to create an initial 

solution for the fine grid (Behrens 2009). The velocity and nuTilda are solved using 

Preconditioned Biconjugate Gradient Solver (Bi-CGSTAB) since it is a faster more 

smoothly converging variant of Bi-CG. It also uses a preconditioner to accelerate its 

convergence (van der Vorst 1992). 

To consider the effect of flowing particles in the fluid domain, the Immersed 

Boundary Method (IBM) is used. Peskin (1972) was the first to introduce IBM to 

simulate cardiac mechanics and related blood flow (Peskin 1972). One of the 
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advantages of using an IBM is to facilitate grid generation, as the body does not have 

to conform to the cartesian grid explicitly. Another advantage is that the complexity of 

the domain geometry when simulating a non-boundary conforming Cartesian grid does 

not significantly affect the grid complexity and quality. Also, due to the stationary non-

deforming Cartesian grid, IBM can deal with moving boundaries (Bandringa 2010; Tu, 

Yeoh, and Liu 2018). For simplicity, consider a rectangular field containing both the 

fluid region and the bond solid in Figure 9. When IBM is used to solve fluid flow within 

the complex geometry, the resulting rectangular domain would consist of fluid regions, 

in which the fluid velocity is governed by Navier-Stokes equations, and solid regions 

have a velocity of zero. The marker function 𝑀(𝑥) [Eq. 11] is then used to adjust the 

flow velocity results in the equation below [Eq. 12] (Tryggvason 2016). 

𝑀(𝑥) = {
1                    𝑖𝑛 𝑡ℎ𝑒 𝑓𝑙𝑢𝑖𝑑
0                    𝑖𝑛 𝑡ℎ𝑒 𝑠𝑜𝑙𝑖𝑑

                   [11] 

𝑢(𝑥) = 𝑀(𝑥) 𝑢(𝑥) + (1 − 𝑀(𝑥)) 𝑣(𝑥)                [12]

 

Figure 9: Immersed Boundary Method (IBM) illustration for particle covering fluid 

cells. 
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 For each time step, a particle’s associated properties (position, velocity, angular 

velocity, force, etc.) in the DEM solver are calculated by using the previous time step 

pressure field as well as velocity. Then, considering the solid phase in the mesh, the 

Navier-Stokes equations are solved in the complete fluid domain where each particle is 

represented by a cluster of cells. The fluid velocity is calculated in the CFD solver along 

with the pressure, depending on the precise position of the particles. Finally, the 

velocity and pressure fields correction of the fluid phase takes place using the particle's 

information. This process is repeated with every step up to the end of the simulation 

period (Goniva et al. 2011; Hager et al. 2014). The void fraction, which is used in the 

governing equations explained above, defines the space that particles occupy in a fluid 

cell. The void fraction field is placed in cells whose centers fall within the particle's 

body. One disadvantage of this model is that the particle should cover approximately 

eight cells to have accurate results. This was avoided by increasing the region in which 

the particles influence by scaling them up with a constant volume, for calculation of the 

void fraction (Goniva et al. 2012). 

3.3.2. Time step choice 

The stability of the CFD model depends heavily on the time step choice. A 

reliable method of determining the appropriate time step is the use of the Local Courant 

number, shown in [Eq. 13] 

𝐶𝑜 =
|𝑢𝑐𝑒𝑙𝑙|  ∆𝑡𝐶𝐹𝐷

∆𝑥
                   [13] 

Where 𝐶𝑜 is Courant number and ∆𝑥 is the cell length. The timestep is set so that the 

courant number value does not exceed one; to ensure that the fluid does not travel a 

distance greater than the cell length per time step (Agesen et al. 2019). For the DEM 

time step choice, ∆𝑡𝐷𝐸𝑀 must be small enough to capture a collision between two or 

more particles. Hertz criteria [Eq.14] could be used to obtain a sufficient ∆𝑡𝐷𝐸𝑀.  
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∆𝑡𝐷𝐸𝑀 = 2.87 (
𝑚𝑒𝑓𝑓

2

𝑟𝑒𝑓𝑓 𝐸𝑒𝑓𝑓
2  𝑈𝑚𝑎𝑥

)
𝟎.𝟐

                            [14] 

Where 𝑚𝑒𝑓𝑓, 𝑟𝑒𝑓𝑓 and 𝐸𝑒𝑓𝑓 are the particle’s effective mass, radius, and 

Young’s Modulus respectively. The time for DEM simulations is typically about 10−7 

and could reach lower values in the case of stiff materials with a high Young’s Modulus 

(Norouzi et al. 2016), however, by reducing Young’s Modulus, the DEM time step 

could be increased (Agesen et al. 2019). The coupling interval is the number of DEM 

time steps that run before sending the particle data to the CFD solver. Thus, a coupling 

interval of ten means, that ten DEM iterations are calculated for each CFD iteration. 

The coupling interval 𝐶𝐼 is calculated as shown below [Eq. 15]. 𝐶𝐼 should be always 

an integer that is higher than or equal to one, where ∆𝑡𝐶𝐹𝐷 is at most is equal to ∆𝑡𝐷𝐸𝑀. 

𝐶𝐼 =
∆𝑡𝐷𝐸𝑀

∆𝑡𝐶𝐹𝐷
                         [15] 

3.4. Model parallelization 

 CFD and DEM models were both parallelized to achieve faster computation. 

Information was passed between processors using Message Passing Interface (MPI), a 

standardized inter-process communication standard. The parameters of both particles 

approaching processor boundary and boundary mesh elements are passed between 

processors. Two different geometries were simulated multiple times using a different 

number of processors to find the optimal (computation-wise) number of threads. The 

geometries used were taken from different image samples, both had the dimensions of 

6.7 mm by 5 mm and porosities of 0.503 in Figure10a and 0.421 in Figure.10b. 

 Throughout the simulations, the ideal number of processors for lowering the 

computational time was the physical processors (cores) and not the number of hyper-

threads as shown in Figure.11. This could be due to the processes being CPU-bound as 

opposed to I/O bound. 
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Geometry (a) Geometry (b) 

  
Figure 10: Pore-scale geometries used in the number of processors optimization for the 

parallelization step. 

 

Figure 11: Simulation time for a different number of threads using a six-core machine. 
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CHAPTER 4: MICROMODEL EXPERIMENT 

4.1. Description of the experiment  

A micromodel experiment was performed to validate the coupled numerical 

model and verify that the model is capable of capturing the physical behavior. The 

experiment aimed to have pore visualization during the migration of fine particles in 

the reservoir rock. This was achieved using a two-dimensional microfluidic chip 

fabricated by Micronit Microfluidics BV by etching rock shaped structures on 

borosilicate glass to resemble the actual shape of rock as much as possible as shown in 

Figure 12c. The pore networks were etched on the glass plate and then fused with a 

plain glass wafer to form a quasi-two-dimensional porous network. The micromodel 

had a 20 μm depth and consisted of an etched area of 20 mm x 10 mm. The microfluidic 

channel surface had an average contact angle of 20o which makes it hydrophilic. The 

micromodel permeability, porosity, and pore volume were 2.5 Darcy, 0.58, and 5.7µL  

respectively. The fine particles used in the experiment was modified carboxylate 

polystyrene latex particles (MAGSPHERE INC) with a diameter of 5 μm, with a density 

of 1.05 g/cm3. Ten percent of the uniform polystyrene latex particles was diluted with 

water to prepare a 0.4% fines solution which was the optimal concentration for injection 

into the micromodel avoiding inlet pore plugging. The diluted suspension was agitated 

for 15 minutes before each experiment and was sonicated using an ultrasonic processor 

(SONICS, Vibra cell) in a water bath for 30 minutes in order to form a  colloidal 

suspension. The experimental setup used in this study is schematically shown in Figure 

12b (Nishad and Al-Raoush 2020). A microscope stage (Leica Z6 APO) was placed 

above the glass micromodel to view the behavior and interactions of the fine particles. 

A precision syringe pump (Kats Scientific, NE-1010) was connected to the inlet of the 

microchip to inject the colloidal solution, while the outlet was open to atmospheric 
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pressure. An area of 2.75 mm by 2 mm (Figure.12d) was captured and used to validate 

the numerical model presented in the previous section. 

 

 

  

Figure 12: (a) The micromodel holder and chip. (b) Schematic of the experimental 

setup. (c) Full domain geometry and (d) the imaged field of view. 

 

4.2. Experimental video analysis 

The captured video was then divided into a set of consecutive images. These 

images were processed and manipulated using an open-source computer vision library 

OpenCV (Bradski 2000). Noise from the images was reduced through a combination 

of Gaussian blur (for the grayscale images) as well as dilation and erosion (for the 

binary image) techniques (Szeliski 2011). Grain particles were then isolated from each 

image and the fine particles were segmented using manual thresholding (Szeliski 2011). 

Contours describing the shape of each fine particle’s perimeter were found using 

OpenCV’s function findContours. This is done through linking the edges of each 

a) b) 

c) d) 
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isolated connected component i.e. each particle (Bradski 2000; Szeliski 2011). Those 

contours were subsequently used to calculate the coordinates of the center of each 

particle. The steps of the image processing workflow are presented in  in Figure 13. 

Even though the microchip was cleaned thoroughly after each transport experiment, 

many particles remained attached to the bottom of the micromodel where the fluid flow 

was low (Nishad and Al-Raoush 2020). To ensure accurate measurements on the 

particles of interest, these attached particles must be disregarded prior to the 

measurements. This was accomplished by detecting the particles that have not moved 

throughout the entirety of the video. 

 

Figure 13: Images processing workflow using OpenCV. 

Furthermore, the coordinates of each particle per image were used to 

approximate their velocities throughout the video by evaluating the displacement per 

image. For each particle, the next position is found by approximating candidate 

positions in the following frame to which the particle might have moved by using an 



  

57 

 

acceptance criterion. This criterion, as shown in Figure.14 below, is defined by setting 

a maximum displacement per frame as well as a minimum slope of displacement when 

the displacement is in the direction opposite of the flow of the fluid, both being 

approximated using an examination of the video as well as trial and error. The position 

that entails the lowest displacement is then chosen out of candidate positions as shown 

in Figure 14a below. By evaluating the displacement of each particle between frames, 

the velocity for each particle was calculated since the time between frames is known. 

A demonstration of these velocities in a particular image is shown below in Figure 14b 

where the length of the arrow represents the magnitude and the angle represents the 

direction. 

 

 

Figure 14 Criteria for determining the particle's position in consecutive frames. 

  

a) 

b) 
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CHAPTER 5: NUMERICAL MODEL VALIDATION  

5.1. Fluid flow validation 

In fluid mechanics, fluid movement around a basic geometry, such as a cylinder, 

is a traditional problem, with a significant number of experimental findings recorded in 

the literature. The fluid domain used for validation was (50𝑑 × 63𝑑 × 𝑑) where 𝑑 =

0.1𝑚𝑚, the cylinder was placed at 23𝑑 from the inlet face with a diameter of 2𝑑 as 

shown below in Figure.15. The model was validated by changing Reynold’s number 

𝑅𝑒 [Eq. 16] and calculating the drag coefficient [Eq.17] from the model, and comparing 

it to the data presented in the literature.  

𝑅𝑒 =
𝑢 𝑑

𝜈
                    [16] 

𝐶𝑑 =
2 𝐹𝑑𝑟𝑎𝑔

𝜌𝑓 𝑑 𝑢2                    [17] 

 

Figure 15: Flow around cylinder fluid domain for model validation. 

Table.1 below shows the comparison between the mean drag coefficient for 

different Reynold’s numbers for the proposed model and the results presented 

previously in the literature. There is good agreement between the results; hence, the 
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proposed model is deemed reliable for the flow prediction around simple geometries. 

Table 1  Fluid flow validation of the model for simple geometry. 

𝑅𝑒 [1] [2] [3] [4] This Model 

10 - 2.81 2.98 2.98 2.98 

20 2.2 2.04 2.06 2.16 2.13 

40 1.63 1.54 1.52 1.67 1.59 

100 1.4 1.39 1.3 1.32 1.38 

[1] (Su, Lai, and Lin 2007)   [2] (Lima E Silva, Silveira-Neto, and Damasceno 2003) 

[3] (Deng, Shao, and Ren 2006)   [4] (Maniyeri 2014) 

The microfluidic chip designed by Micronit was used to validate flow behavior 

for more complex geometries. The image was used to construct a model geometry 

(Figure 16) with the same physical dimensions to validate the fluid flow through porous 

media by comparing the permeabilities [Eq. 18], where 𝑘 is the permeability.  

𝑘 = 𝜇
𝑢 𝐿

∇𝑃
                    [18] 

Table.2 below shows the porosity and permeability values obtained from the 

model and a comparison to the chip specifications from the manufacturer. It is clear 

from the results that the model is suitable for simulating the fluid flow in complex 

geometries. Moreover, the error between the results is not only based model 

deficiencies but could also related to inaccuracies in the geometric representation of the 

digitized and tessellated pore system. The etching technique used for the physical 

micromodel compared to the numerical model, along with enhancement done for the 

image during the image processing step created more path flows by eroding the grain 

particles, which could be noticed in the difference of porosities. 



  

60 

 

 

Figure 16: Flow in the microfluid chip domain for model validation. 

Table 2: Microchip porosity and permeability results from the model compared to the 

manufacture specifications. 

Parameters Manufacture Spec. Model Results 

𝑃𝑒𝑟𝑚𝑒𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (𝐷𝑎𝑟𝑐𝑦) 2.5 2.65 

𝑃𝑜𝑟𝑜𝑠𝑖𝑡𝑦 0.58 0.62 

5.2. Coupled model validation 

The validation of the full model is a significant phase in the modeling process. 

The goal is to confirm the ability of the proposed model to capture the physical 

behavior. After confirming the model’s ability to capture the fluid flow behavior, the 

coupling of the fluid flow and particle interaction is compared to experimental results 

for fine migration in porous media. Using the data captured from both lab, as discussed 

in the micromodel experiment section, as well as the numerical model, the streamlines 

of both are compared as shown in Figure.17, which shows a significant anecdotal match 

between both. The micromodel streamlines were generated by fixing the chip geometry 

in the recorded video and fixing the particles positions from different frames into a 

single frame. 
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CFD-DEM Model Lab Micomodel 

Figure 17: Comparison between flow streamlines produced by the numerical and 

physical micromodel. 

After matching the initial experimental conditions, the average particle velocity 

trend over the course of the simulation and the micromodel were  compared, in order 

to validate the coupled model. The graph below in Figure 18 shows both velocities, 

where a clear match in the velocity trends is observed.  
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Figure 18: Average particle velocity trend comparison between the numerical and 

physical micromodel experiment. 

The standard deviation of the particles’ positions was used as an indication for 

the diffusion of the particles along with the simulation (Chin 2006). The standard 

deviation was calculated for the long dimension 𝑥 as well as the smaller dimension 𝑦 

with time as presented in [Eq.19]. Where, 𝑥𝑖 is the ith particle’s  position, 𝜇 is the mean 

position and 𝑁 is the number of particles. The graphs below in Figure 19 show the 

standard deviation for the lab results against the model results, where the particles 

behavior showed good agreement and followed similar trends. 

𝜎 = √
∑(𝑥𝑖−𝜇)2

𝑁
                    [19] 
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Figure 19: A comparison between the standard deviation of particle position for the 

numerical simulation and the micromodel. 
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CHAPTER 6: DISCUSSION AND CONCLUSIONS 

6.1. Review 

Fine particles transport in porous media has  enjoyed considerable interest over 

the past few decades in various fields of science and engineering. On-site remediation 

strategies, enhanced transport of contaminants into aquifers, the permeability of gas and 

oil reservoirs, and artificial recharging of groundwater aquifers have become topics of 

concern. Fines migration has three primary impacts on the porous media system, which 

can facilitate contaminant transportation, decrease the system's chemical reactivity, and 

cause physical damage to the pore structure. As a result of the release and deposition 

of particles, the hydraulic characteristics of the pore medium may be modified, to the 

point of causing structural damage that may cause complete clogging of the porous 

media. There are two aspects of how fines migrate and cluster with respect to clogging 

of a pore-throat in single-phase flow. Mechanical processes through which particles 

block the throat due to the particle size or concentration. Chemical processes that cause 

fine particles, that are too small to clog pores, to cluster and become effective enough 

to block certain throat widths. The fate and transport of colloidal particles are generally 

affected by the parameters of the particles itself, the physical and chemical nature of 

the carrying fluid, and the grain particles parameters. 

6.2. Numerical model setup 

The model setup started with the geometry representation by acquiring the x-

Ray Synchrotron Micro-Computed Tomography scans of different sand-pack samples 

as 3D images (Jarrar et al. 2018). Two-dimensional sections were taken from the 

original scans as segmented images that were converted to line drawings and then 

extruded and converted to mesh for the grain particle representation. The fluid domain 

mesh was created from the empty domain around the grain particles by using 
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SnappyHexMesh library in OpenFOAM. After generating the model geometry, the 

mathematical formulation of both the fluid behavior and the particles interactions was 

set. The fluid flow was predicted by solving Navier-Stokes equations along with the 

continuity equation in OpenFOAM. While the particle interactions were predicted by 

using the Lagrangian approach DEM, where the trajectory of each particle was 

calculated by considering Newton’s laws for translation and rotational motion. The 

CFD-DEM coupling approach was a four-way coupling model where the interactions 

between the fluid and the particles are included as well as the particle-particle 

interactions. 

 The primary solver for the fluid flow was the PISO algorithm, which is an 

extension of the SIMPLE algorithm (Ferziger and Perić 2002; Issa 1986; Issa et al. 

1986; Paulo J. Oliveira 2001). The value of the velocity was calculated using the 

PBiCGStab numerical solver, which has good parallel scaling (Barrett et al. 1994; van 

der Vorst 1992). While the pressure value is calculated using the GAMG solver. To 

consider the effect of flowing particles in the fluid domain, IBM was used (Peskin 

1972). Using IBM as a coupling scheme has the advantage of facilitating the generation 

of the grid, as the body doesn't have to conform to the cartesian grid necessarily. 

Another advantage is that the complexity of the geometry when simulating a non-

boundary conforming Cartesian grid does not significantly affect the grid complexity 

and quality. The time steps used for the CFD solver were determined by ensuring the 

Local Courant number is less than one to ensure the solution stability. The DEM time 

step was chosen by Hertz criteria to capture a collision between two or more particles 

(Agesen et al. 2019). The CFD and DEM models were both parallelized to achieve 

faster computation using MPI. Throughout the optimization simulations, the ideal 

number of processors, to reduce the computation time, was found to be the physical 
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processors in the used machine and not the number of hyper-threads. 

6.3. Micromodel experimental setup 

A micromodel experiment was conducted to validate the numerical model. The 

micromodel chip (Micronit Microfluidics BV) consisted of a 20mm x 10mm etched 

area and a 20μm depth. The fine particles used in the experiment were modified 

Carboxylate polystyrene latex particles (MAGSPHERE INC) with 5 μm diameter. The 

fine particles had a density of 1.05 g/cm3, and it was injected into the microchip with a 

10% concentration. A microscope stage (Leica Z6 APO) was placed above the glass 

micromodel to view the behavior and interactions of the fine particle. A precision 

syringe pump (Kats Scientific, NE-1010) was connected to the inlet of the microchip 

to inject water along with the fine particles while the outlet was open to atmospheric 

pressure. The experiment was recorded for a small area of 2.75mm x 2mm to be used 

in the numerical model validation. 

6.4. Experimental video analysis 

The video captured from the micromodel experiment was divided into a 

sequence of images. The images were processed and edited using the OpenCV python 

library (Bradski 2000). The noise has been removed from the images by combining 

Gaussian blur as well as methods for dilating and erosion (Szeliski 2011). The grain 

particles were removed from every image by using a simple thresholding technique 

(Szeliski 2011). The contours that define the form of each fine particle were found with 

the integrated findContours feature in OpenCV. Subsequently, these contours were 

used to predict the center coordinates of each particle. Besides, the coordinates of each 

particle per image were used to estimate the particles average velocity by measuring 

the displacement of each particle between every two frames. The challenge in 

estimating the velocity of the particles is to predict the right position of the particle in 

the next frame. This was solved by applying the success criteria for the candidate 
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positions and chose the highest probability position. By evaluating the displacement of 

each particle between frames, the velocity was calculated since the time between frames 

is known. 

6.5. Numerical model validation 

The numerical model was validated by validating the fluid flow first then the 

whole coupled model. The fluid flow was validated by comparing it to two geometries, 

the first geometry was the conventional flow around cylinder problem. The model was 

validated by changing Reynold’s number 𝑅𝑒 and calculate the drag coefficient from the 

model and compare it to the data presented in the literature. The model results showed 

very good agreement with the literature which validates the model’s reliability for 

predicting the fluid flow around simple geometry. The second geometry for the flow 

validation was the microfluidic chip geometry used in the experiment. The microchip 

image was used to generate the numerical model geometry with the same physical 

dimensions. The flow was validated by comparing the microchip real permeability to 

the one calculated from the model. It was clear from the comparison that the numerical 

model is applicable for simulating the fluid flow in complex geometry. 

After confirming the model’s validity in predicting the fluid flow, the recorded 

video from the micromodel experiment was used to validate the coupled numerical 

model. The streamlines of both the CFD-DEM model as well as the micromodel were 

compared for the same geometry. The micromodel streamlines were generated by 

fixing the chip geometry in the recorded video and stabling the particles from different 

frames into a single frame. A significant match was clear between the two streamlines, 

where any insignificant deviation was because of the difference in the boundary 

conditions. After aligning the initial conditions of both models, the average particles 

velocity trends were compared as validation for the model. The average particles 
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velocity trend in the CFD-DEM model was smoother than the micromodel mainly 

because of the noise and imperfections in the recoded video. However, the velocity 

trends were in great agreement which validates the coupled numerical model. The 

standard deviation of the particles’ positions was used as an indication for the diffusion 

of the particles along with the simulation (Chin 2006). The standard deviation was 

calculated for the long dimension 𝑥 as well as the smaller dimension 𝑦 with time. The 

standard deviation for the lab results against the model results showed that the behavior 

of the particles matched and followed very similar trends. This proved the CFD-DEM 

model's validity in predicting the fine particles' fate and transport in porous media 

within acceptable numerical errors.    

6.6. Conclusions 

1- The CFD-DEM model coupled using IBM presented here proved its capability for 

capturing the physical behavior of fine particle transport and deposition in porous 

media. However, the model needed to be parallelized to reduce computational cost.   

2- The parallelization of the model could be optimized by using the physical number 

of processors, where splitting over the number of hyper-threads does not positively 

affect the simulation time but rather increases it. This could be due to the processes 

being CPU-bound as opposed to I/O bound.  

3- The open-source library OpenCV used in Python showed great potential to be used 

for image and video processing for the results captured from micromodel 

experiments. Which could be used for coupled model validations as well as data 

analysis. Additionally, the simple algorithm established to track the fine particles 

proved its validity as a very simple method to calculate the particles velocity in the 

video result from the micromodel experiment.    

4- The future enhancements of such a model could include using a more realistic full 



  

69 

 

three-dimensional geometry to draw some physical conclusions about the behavior. 

Furthermore, the electrostatic charges of the particles could be included to capture 

forces such as DLVO interactions. 
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