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ABSTRACT
Banyan nctworks have been proposcd as interconnection networks for large multiprocessors, those containing
hundreds or even thousands of processors. Their attractivencss is attributed to two features : low manufacturing cost and

self routing. Howcver, these networks have a scrious problem, low bandwidth. Unfortuntely, this problem gets worse as

the size and/or the load of the nctwork increases.

In this paper we introduce a novel approach to solve this problem, partial connection. The idca is that when some of
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the nctwork terminals arc left unconnceted, less blocking takes place, and therefore the bandwidth of the nctwork
improves. We explore this approach using an exact analytical model. The reslts obtained from the model, which have
been validated by cxtensive simulation studics, arc very promising. An arbitrary bandwidth improvement can be
obtaincd. We have found that the cxact amount of improvement depends not only on the amount of unconnected
terminals, but also on their side and their arrangement with respect to the connected ones. It depends also on the network

original size and the load.

The partial connection approach has three primary advantages. First, it works better as the size and / or the load of the
network increases. Second, it preserves the same routing procedure of the normal network. Third, it is extremely easy to
implement. The last advantage is duc to the fact that the approach preserves the architectural structure of the normal

network, and docs not require any alteration in the design of its original components.

The approach can be a convenicnt option in situations where performance is morc important than cost. It can also be

applicd only around very active terminals, e.g. hot spots, if cost is a concern.

1 Introduction : A MIN is a set of small crossbar switches, called
switching elements (SEs), arranged in stages. Each two

An interconnection network is  used in  a successive stages are conncected together with a set of
multiprocessor to connect the processors Lo the memory links. The connection pattern is arbitrary, provided that
modules [1]. Typically, the processors arc regarded as cach MIN inlct can communicate with every MIN
sources and are thus conncected to the network inlets, and outlct. Basically, a MIN is defined by three factors : the
the memory modules are regarded as destinations and sizes of the SEs, the number of stages, and the

connccicd to the nectwork outlets. The role of the
network is to establish communication paths between the
processors and the memorics as desired.

connection patterns between the stages.

A large number of MINs have been proposed [3],
differing in at least two of the three defining factors.
Among these MINs, the oncs that have drawn the most
atiention arc banyan nctworks [4]. These network are
characterized by having only one path between any
inlct-outlct pair.

The crossbar switch is the idcal interconncction
network as far as performance is concerned. A switch
with n inlets and n outlets, can always establish up 1o n
arbitrary paths between its inlets and  outlets.
Furthermore, if there are (x < n) paths currently
established, the switch can establish up to n - x
additional paths without disrupting, the existing oncs.
An interconnection network with this capability is called
a blocking - frce nctwork; otherwise it is called a

Of thc many banyan nctworks reported in the
litcrature, the most attractive has been the Binary
Banyan (BB) network [S]. It is so called because it uses

blocking nctwork. binary (i. ¢., 2 X 2) SEs. Figure la shows a 16 X 16 BB

network. It has 4 stages, cach with 8 SEs. In general, an

The performance excellence of the crossbar s nXnBB newwork has log, n stages, éach with ~ SEs.

marred by its cost, O (n%). This cost becomes excessive Since the BB network uses square SEs, (i.e., number of

when n is large. In this case, Multistage Interconnection inputs equals number of outputs') it is inherently square.
Networks (MINs) become an economically - better

alternative [2]. It is intercsting  to note that the BB network has been

! We will use the words inlets and outets to refer to the terminals of a switching network, whether a crossbar switch or a MIN, and the
words inputs and outputs to refer to the terminals of an SE of a MIN. For the terminals of the outer stage SEs, the context will determine
which word to use. If a terminal is being treated as an SE terminal, it is an input; if it is being treated as a MIN terminal, it is an inlet.
Incidentally, we will say a crossbar switch if the switch is used as a switching network, and an SE if the switch is used as a building
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reintroduced repeatedly in the literature, cach time under
a different name. The omcga, bascline, shuffle and
exchange, Delta - 2, cube, clc., arc just variations of the
BB network. They differ only in the connection pattern
between the states, and they agree in the  other two
defining factors. Two networks arc really diffcrent if
they differ in at Icast two factors. It has been shown [3]
that the basic propertics of all the variations of thc BB
nctwork are the same.

The importance of the BB network stems from two
featurces : low cost and sclf routing. The low cost of the
BB nciwork is the rcsult of using the smallest, SEs
possible, 2x2. The cost of thc BB nctwork is O
(n log2 n).

The scIf routing capability is achicved in the BB
network by using sclf routing SEs. A sclfrouting SE is
built such that any input can connect itsclf to any output,
bascd on a routing bit placed on it. Typically, if the bit is
0 the input conneclts itself to the upper output, and if the
bit is 1 the input connccts itsclf to the lower output. This
is depicted in Figurc 1b. As can be scen, if the two
inputs have diffcrent bits, there is no problem. However,
if the two inputs have similar bits a conflict ariscs. In
this case, only onc input (usually choscn at random)
gains access to the requested output, and the other is
blocked.

To cstablish path in the BB nctwork between a given
inlet and a given outlet, the routing bits are placed on the
inlet. The number of these bits should be equal to the
number of stages, as one bit is used by cach stage. The
first SE, to which the inlet is connected, uses the first bit
to sct itsclf up. The SE then passcs along the remaining
bits to the next SE, in the next stage. The next SE repeats
the same procedure. This is continued until the path is
cstablished.

There is a fascinating aspect to the self routing
capability of the BB nctwork : routing bits for a given
path arc just the digits of the number of the required
outlet when this number is represented in binary. Figure
la shows (in dark kinc) a path established between inlet 3
and outlct 12 (binary 1100). The four routing bits are
shown in bold face next o the respective switches.

The sclf routing capability is a major assct to the BB
nctwork. Networks without this capability, including the
crossbar swilch, require a dedicated central routing unit.
This unit requires cxtra hardware, introduces delays, and
presents a reliability weakness point.
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Figure 1:a) 16 x 16 binary banyan (BB) network, with a path between intlet 3 and outlet 12.
b ) Switching element (SE) at different states
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2 Low Bandwidth Problem

The sclf routing capability of the BB nctwork is due
primarily to the single-path property of this network, It
is ironic that this same uscful property is the causc of a
major problem, low bandwidth. To illustrate how this
problem comes about rcfer to Figurc la again. One
cannot establish a path, say {rom inlct 10 to outlet 14, in
the presence of the shown path; the ncw path will
conflict with the existing one in the second stagge. In
general, ecach established path in the BB network blocks
a sct of other paths (the cxact number of these paths
depends on the size of the nctwork).

This type of blocking is called nctwork blocking. In
switching nctworks, thhere is another type of blocking,
destination blocking. Destination blocking ariscs when
two or more sourccs reference the same destination.
Assuming no nctwork blocking, all the paths, cxcept one
will be blocked right at the destination.

In the crossbar switch nctwork blocking is not
present. One can always establish a path from an inlct to
a free outlet, regardless of whether there are already
established paths in the switch. However, when two or
more sources reference the same destination, destination
blocking occurs.

Bandwidth has been used as a measure of blocking,
both nctwork and desination, in switching nctwork
opcrating synchhrounously [2]. In synchronous
opcration, time is divided up into intervals, cach called a
cycle. At the beginning of cach cycle, sources may
reference destinations. A source that references a given
destination is called an active source. When a source
becomes active, the inlet to which it is connected
becomes active as well. If the network being used is a
crossbar switch, an active source proceeds by submitting
the number of the rcferenced destination to a central
routing unit. On the other hand, if the network is a BB
network, the active source procceds by submitting the
routing bits to the nctwork. In either case, the source
waits for a confirmation that a path has been established
to the desired destination. If a path is cstablished it can
last for only onc cycle. Under indcpendent source
operation, it is likcly that some paths will fail to be
established because of blocking, cither network or
destination. The nctwork bandwidth is then defined as
the average number of successfully established paths per
cycle. Throughout this paper, however, we will use
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normalized bandwidth. Normalized bandwiidth, denoted
by BW, is thc bandwidth just defincd divided by the
maximum number of possible paths, in this case n.

Assuming statistically independent and identical
cycles, we can sec that the bandwidth of a given network
depends on three factors @ network size, network load,
and reference pattern. In the most general case, called

the gencralized model [9], the nctwork load is
represented by a vector.
P= [p()’plv--'-ypn_]]’

where p ; is the probability that inlet i will be active
at the beginning of a cycle. On the other hand, the
relerence patlern in the generalized model is represented
by a matrix.

Too To1 Ton-1
r r r
10 11 1.1
R = .
rn-I,O rn-l.l I‘n-l,n -1

where r ;. is the probability that source i references
if p y

destination j.

Given P and R for an n x n switching network, one
can c¢valuate the bandwidth BW undcr the generalized
modcl as shown in the appendix.

There is a special casc of the generalized model,
called the cquiprobable modcl [10]. In this model the
clements of P are identical, i. e., p; = P for all i , and
thus P represents the (normalized) load of the network.
Furthermore, the clements of R are identical, i. e., ri=r
for all i and j, and thus r represents the conncction
pattern of the network. The evaluation of the bandwidth
under this model is much simpler than under the
gencralized model and is also shown in the appendix.

Duc to nctwork blockung, the bandwidth of a BB
network is inferior to that of a crossbar switch having
the same size and having the same load. In fact, the
bandwidth of the crossbar represents an upper bound for
the bandwidth of any MIN. The bandwidth inferiority of
the BB nctwork compared to that of the crossbar
increascs as the size and / or the load of the network
incrcascs, as shown in Figures 2 and 3. In these two
figurcs, the equiprobable modcl is assumed.
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Figurc 2 shows the bandwidth vs. load for both a
crossbar switch and a BB network of the same size, 32 X
32. The bandwidth of both switching nctwork increascs
as the load increascs. However, the bandwidth of the
crossbar at a greater ratc than that of thc BB nctwork.
Figure 3 shows thc bandwidth vs. sizc for both the
crossbar switch and thc BB nctwork under the same
load, P = 0.9. The bandwidth of both switching nctworks
decreases as the size increascs. However, the bandwidth
of the crossbar decreases at a greater rate than that of the
BB network.

0.8 —

Bandwidth, BW

' Load, p )

Figure 2 : Bandwidth vs. load for a crossbar
and a BB network, both of size 32 x 32
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Figure 3 : Bandwidth vs. size for a crossbar switch
and a BB network, both under the same load p = 0.9
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Much rescarch have been carricd out to devise
approaches to improve the bandwidth of the BB
nctwork. In the load distribution approach [5], extra
stages are prepended to the network. These stages have
been found uscful in improving the bandwidth, But for
each cxtra stage, a dclay of one stage-passing-time is
introduced. The extreme of this approach is to prepend a
sorling network to the BB network. The idea is that the
BB nctwork is able to successfully establish a set of n
paths to n outlets, provided these paths originate at n
specific inlets. The role of the sorting network then is to
receive the input traffic and present it to the BB network
at the inlets that can be routed to the required outlets
without blocking. If the sorting network is based on the
Batcher Bitonic Sort nctwork [6], it has % (log, n)2+
log, n stages. Asidc {rom the large amount of extra
hardwarc. that such sorting nctwork consumcs, it
introduces more dclay than that caused by the BB
network itsclf.

Another approach to alleviate the low bandwidth
problem of thc BB nctwork is replication [7]. In this
approach multiple copics of the network are used in
parallcl. This approach does not introduce delays, but
requires a great deal of extra hardware, especially when
more than two copics arc uscd. It also requires
intelligence at the sources and destinations to deliver and
pick up the traffic to or from the right copy. A variation
of replication, called dilation [7], suggests the use of
muliiple copics of the links only. However, this approach
makes the intclligence required not only at the sources
and destination, but also at the SEs themselves.

Still another approach is to use SEs wiith buffers[8].
Although this approach improves the bandwith greatly, it
complicates the design of the SEs as well as the
operation of the nctwork. This approach is also not
suitable for rcal-time applications.

3 The Partial Connection Approach

The idea of the partial connection approach is simple:
Abandon some of the network terminals (inlets and/or
outlets) and connect the sources and destinations to the
recmaining terminals. This creates a partially connccted
(PC) nciwork. Since the connccted terminals in a PC
network arc less than the existing terminals, less
blocking takes place, thereby increasing the bandwidth.
Figure 4 shows a 12 X 8 PC network, created from the
16 X 16 BB network of Figure la. Four inlets and six
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outlets of the original nctwork arc abandoned. Notice
that the terminals of thc PC nciwork carry the same
numbers as in the original BB nctwork. This is to
prescrve a useful aspect of the sclf routing capability,
namely the direct generation of the routing bits from the
number of the desired destination.
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Figure 4 : 16/0.75 - 0.5 partially
connected (PC) network

Now we will use the generalized model (given in the
appendix) to study the performance of PC network. In
this model, we substitute a O for the element Pi in the
load vector P if inlet i is abandoned, and for the
element rii in the reference matrix R if cither the inlet
or the outlet j are abandonced. Otherwise the clements
can assume arbitrary non zero valucs, with a constraint
for R, namely X r j =L forall i.

j

From this study, it is has bcen found that three
configuration factors affcct the bandwidth of a PC
network : the amount of partial connection, the side on
which partial conncction takes place, and the partial
connection pattern.

The amount of partial connection affccts the network
bandwidth greatly. Taking a given side, the less
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terminals you conncct the greater the bandwidth you
obtain. In the extreme, when only one terminal is
connccted the bandwidth reaches a peak value under the
given load. But clearly, no one would want to go to this
cxtreme. In addition, thc same amount of partial
conncction improves the bandwidth  differently
depending on whether it is done on the inlet side, the
outlet side, or both. Usually the application at hand
would determine which side to partially connect and at
what amount. For example, if the number of sources is
equal to the number of destinations, one would be forced
to implcment partial conncction on both sides and with
the same amount. The PC nctwork of Figure 4 is
partially connected on both sides, at the amount of 75%
on the inlet side and 50% on the outlet side.

Finally, thc patten of partial connection has a
promincnt effect on the bandwidth of a PC network. The
connection pattern on the inlet side of ann x n PC
nctwork can be described by the connection vector,

C‘-n = [Co, Cl’ very CN-I ]

wherc

C, = [1 if inlet i is connected
0 ifinlet i is abandoned
Similarly, the connection pattern on the outlet side of
an n Xn PC nctwork can be described by the connection
vector C,,,, , having a similar dcfinition to that of C;, .
Given C,, and C,, for a nctwork, one can have a
complete picture of the connection pattern of that
network. For cxample, if C;, = {1,1,0,1]and C,,, = [1,
0, 0, 1] for a particular nctwork, one concludes that inlet
2 and outlcts 1 and 2 are abandoncd, and all the other
inlets and outlets arc connected.

There are two types of connection patterns, regular
and irrcgular. A pattern is regular if the 1s and Os of its
repesentative vector are arranged in groups of equal size
each, and is irrcgular otherwise. Thus, both of thé two
vectors just mentioned, namely C;, = [1, 1, 0, 1] and C,,
= [1, 0, 0, 1], arc irrcgular, whercas both of the
conncction vectors of the PC network of Figure 4.

C,=10111011,1,01,1,1,0,1,1,1,0]
Cou=101,0,1,0,1,0,1,0,1,0,1,0,1,0, 1,0]

arc regular
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Note that the rcgularity of a patiern allows cxpressing
its vector by an equation for its general element. For
example, in Figurc 4, the i th element of C;, is

Ci=|:1
0

To specify a PC network {ully, one should mention
the original sizc of the network, i. c., before adopting the
partial conncction approach. In addition, one should
mention the sidec, amount and paticrn of partial
connection. To specify these factors in shorthand, we
will usc the notation,

if{(i+1)mod4)+0
otherwisc

n/xin' X /Cin’CouI

oul

where

e n is the size of the original nctwork, i. e., before
adopting the partial connection approach.

® X;, - X,y arc two values, lcss than or cqual to unity,
representing the amount of partial connection on the
inlet and outlet side, respectively. For example, 0. 5 -
0. 25 mcans that 50% of the inlcts and 25% of the
outlets are connected, and the rest of the terminals arc
abandoncd.

C;,, and C,,, arc the paticrn conncction veclors
defined above.

It should be noted that the last factor in the notation,
i. e., the conncction vectors provide the information
given by the other two factors. However these two
factors are still written for convenicnce.

Among all regular patterns, onc particular pattern is
of interest, the basc pattern. This pattern is achicved
when the group size of the connected terminals and that
of the abandoned terminals arc the minimum possible
under the stated partial connection amount. For example,
given a partial conncction amount of 50% on the inlct
side of an 8 X 8 nctwork, then the regular patterns C;, =
1,1,1,1,0,0,0,0]and C;, = [1,1,0,0, 1, 1, 0, 0] arc
not base patterns, whereas C,;, = [1,0, 1,0, 1,0, 1, 0] is.
For another example, the two paticrns on the two sides
of the PC network of Figurc 4 are basc patierns.
Throughout this paper when the third factor (connection
sets) of a PC network definition is omitted, the base
pattern is assumed.
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The dashed curves in Figure 5 show the bandwidth
vs. load for an assortment of PC nctworks, all developed
from a 32 X 32 BB nctwork. All the patterns for these
networks arc base regular patterns. For each network, all
the connected inlets have the same load, P, and the load
of any given inlet has equal probability of going to any
outlet. Thus, if we ignore the abandoned terminals, the
PC nctworks shown in the figure operate under the
cquiprobablc modcl. The main performance measure in
this study is the bandwidth. It should be noted that the
bandwidth, BW , uscd throughout this paper is the
normalized bandwidth, defincd as the average number of
successful paths per cycle divided by the maximum
possible such numbcer. Thus, for example, if the average
number of successful paths per cycle for a 32/0.5-1 PC
network is 10, then BW = }—2 In Figure 5, the bandwidth
of the original nctwork, i. e., with 100% connection on
both sides, is rcpresented by the dotted (lowermost)
curve. This figure reveals a number of interesting
obscrvations.

Bandwidth, BW

Load

Figure 5 : Bandwidth vs. load for a 32 x 32 BB
network fully connected (dotted curve) and partially
connected at different amount (dashed curves).

First, we notice that partial connection improves the
bandwidth more when implemented on the outlet side.
This is clear from the top two curves. Both curves
represent thc same absolute amount of partial
conncction, yct the choice of the side to implement the
partial conncction makes a noticeable difference. The
interpretation of this is that blocking is more likely in the
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stages closer to the outlets (with some blocking taking
place even at the outlets themselves) than in the stages
closer to the inlets. By reducing the number of outlcts
we provide more emply spacc in the congested stages,
thus allowing morc paths to be establishcd. On the
contrary, since the stages closcr to the inlets arc less
congestcd any way, partial conncction therc has a
lighter, though still noticeable, cffcct.

The rather surprising obscrvation is that the
bandwidth of a PC nctwork with partial connection on
one side only, i.¢., 1 - x or x - 1, is higher than that of a
PC nctwork with partial conncction at the same amount
on both sides, 1. €., x - x. A lock at the top three curves
clarifics this obscrvation. The fact that the bandwidth of
the 0.5 - 0.5 PC nctwork is less than that of the 1-0.5 PC
nctwork could be interpreted as follows. First, let P
denote the load of each connccled inlet, i e., the
probability that the inlet will reccive traffic from its
source in each cycle. Now, assuming the same load P {or
the inlets of both nctworks, the sources of the latter
network pour more traffic into nctwork than do the
fewer sources of the former. Since the bandwidth is
directly increases with the input traffic, as shown in all
the bandwidth vs. load curves throughout this paper, the
bandwidth of the 0.5 - 0,5 PC nctwork is less than that of
the 1-0.5 PC network.

On the other hand, the fact that the bandwidth of the
0.5- 0.5 PC nctwork is lIcss than that of the 0.5-1 PC
nctwork could be interpreted as follows. Assuming the
same load P for both nctworks, the traffic in the latter is
distributed over a large number of outlets. Since the
destinations for any source are distributed uniformly, the
more destinations there are, the less contention for a
given destination. This again rcsuits in a higher
bandwidth.

It should not be construed from the above argument
that the bandwiidth improvement is slight if partial
connection is donc on both sides of the nctwork. A
comparison between the curves of the 0.5- 0.5 and the
1-1 PC networks shows that the bandwidth of the former
network at high load is about 45% higher than that of the
latter.

Another evidence that it is not just the absolutc
amount of partial conncction that determines the
bandwidth improvement for a PC network can be scen
from the two curves 1-0.5 and 0.75-0.75. In both cascs
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the absolute amount of connccted terminals is 75% of
the original number. However the bandwidth of the
former nctwork is about 70% higher than that of the
latter.

Onec morc interesting obscrvation is that the
bandwidth curves “Ievel of” when no partial connection
is donc on the inlet side. The curves 1-1, 1-0.5 and
1-0.75 show that vividly. The rcason is that the hcavy
traffic caused by conneccling all the inlets results in
bandwidth saturation when the load starts to get high.
The oppositc of this observation is also true; the
bandwidth curves become more linear when no partial
conncction is done on the outlct side and a large amount
of partial conncction is done on the inlet side. This is
evident from the curve (.5-1. The reason here is that the
traffic poured into the network is distributed over a large
number of destination, resulting in a light traffic density
within the nctwork. Thus, any increase in the input load
produces a proportional improvemment in the network
bandwidth, with no dcvelopmment of saturation due to
the light traffic intensity within the network.
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Figure 6 : Bandwidth vs. load for a 32/0.5 - 0.5-0.5
PC network with regular connection pattern on
both sides, for three different group sizes.

Besides the amount of partial connection and the side
on which partial conncction employed, the connection
pattern has a profound cffect on the bandwidth of a PC
nctwork. This is clear in Figure 6, which includes three
curves representing the bandwidth vs. load for three
32/0.5 - 0.5 PC nctworks. The patterns on both sides of
each nectwork are thc same, and are regular with the
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group size of the connected terminals being equal to that
of the abandoncd terminals. The difference between the
three networks is the group size, which is one {or the top
curve, two for the middle curve, and eight for the bottom
curve. Thus, the top curve represents the base pattern, It
can bc scen that as the group size increases the
bandwidth dccrcases. This is logical, since cach
conncected terminal suffers less blocking hence performs
better, if the neighbor tcrminals are cither abandoned or
lightly active.

4 0.5-0.5 PC Networks

Having introduced the approach of partial connection
in the previous scction, we will focus in this scction only
on the 0.5 - 0.5 PC nctworks. What makes this amount
special is that it produces native BB network sizcs, i. c.,
4, 8, 16, etc. To create a PC nctwork with any of these
sizes we apply a 0.5 - 0.5 partial connection operation,
with base regular pattern, to the immediately higher size.
With this technique we can reproduce the entirc BB
network size family. We then end up with two networks
for each size : one with normal bandwidth and one with
high bandwidth. We will call the latter a 0.5-0.5 PC
network, since it has twice the number of inlets and
outlets found in the former. Thus, when we say, for
example, a 32 X 32 0.5- 0.5 PC nctwork, or a 0.5 - 0.5
PC nctwork and a BB nctwork of size 32, it should be
understood that the 0.5- 0.5 PC nctwork was originally a
64 X 64 BB nctwork then was subjected toa 0.5 - 0.5
partial conncction opcration.

We now comparc the bandwidth of a 0.5 - 0.5 PC
network to those of a crossbar and a BB network of the
same sizc. Fixing the size makes the cffect of partial
conncction vividly clear. Figures 7 and 8 below arc the
same as Figurcs 2 and 3, respectively, only this time a
curve for a 0.5- 0.5 PC nctwork is included.

In Figure 7, we can sce that, at all loads, the
bandwidth of the 0.5 - 0.5 PC nctwork is higher than that
of the BB nctwork and is closer to the bandwidth of the,
much more costly, crossbar switch. The more important
observation is that the bandwidth of the 0.5 - 0.5 PC
network increases as the load increases at a greater rate
than docs the bandwidth of the BB nctwork.

0.8 —

n=32

Crossbar

————— PC net (84/0.5.0.5)

. BBmet -

Bandwidth, BW

0.0 0.2 0.4 06 08 1.0
Load, p
Figure 7 : Bandwidth vs. load for a crossbar, a 0.5-0.5
PC network and a BB network, all of size 32

In Figurc 8, on the other hand, we can see that at all
sizes the bandwidth of the 0.5- 0.5 PC network is higher
than that of thc BB nctwork. Again, it is closer to the
bandwidth of the, much more costly, crossbar switch.
Also, we notice that the bandwidth of the 0.5 - 0.5 PC
nctwork decrcascs as the size increases at a smaller rate
than docs that of the BB nctwork.
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Figure 8 : Bandwidth vs. size for a crossbar,
a 0.5-0.5 network , all under the same load, p = 0.9

Figurc 9 summarizes the [indings of this paper. It
shows the bandwidth gain of the 0.5 - 0.5 PC nctwork,
defined as the ratio of the bandwidth of the 0.5 - 0.5 PC
network and that of a BB nctwork of the same size.
Bcaring in mind that the cost of a 0.5- 0.5 PC metwork is
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almost twice that of a BB nctwork, the same curves may
be looked upon as representing the performance Karice
cost curve of 0.5 - 0.5 PC nctworks. As can be scen, the
curves are monotonically incrcasing. This mcans that the
larger the size, the more costelfective 0.5 - 0.5 PC
networks become, a desirable [cature.

Bandwidth Gain

1.0 T T T T T

Figure 9 : Bandwidth gain vs. size for a 0.5-0.5 PC.
network, at three different loads

An interesting observation in Figure 9 is that partial
conncction is more effcclive at high loads, another
desirable fcaturc. This behavior is logical because at low
loads there is little blocking to begin with, and therefore
there is a little role for partial conncction to play. At
high loads, on the other hand, there is more blocking for
partial conncction to relicve, hence the noticcable
~bandwidth increascs. We note that a pcak bandwidth
gain of about 40% is obtained at load p = 0.9 for a
network of size 64 x 64 .

5 Conclusions

In this paper we have introduced a novel approach to
improve the bandwidth of interconnection networks,
partial connection. It has bcen found to be a cost
effective solution to the bandwidth problem of the BB
network, especially at large sizes and hcavy loads. The
salient features of this approach is that it is extremcly
easy to implement, preserves the modularity of the BB
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nctwork, incrcases the delay by only one - stage -
passing time (i.c., by the ratio log, 1 ), does not require
any specifically designed hardware or software, and does
not rcquirc any alteration in the design of the network
SEs.

This technique has been found to be more effective
on the outlet side than on the inlet side. Thus, the
technique is well suited to solve the disturbing “hot spot”
problem [11]. This problem ariscs when one outlet is
requested more than the others, creating a hot spot in the
nciwork . When this outlet is surrounded by two
connected outlets, as is the case in normal networks, the
problem is cxacerbated. The reason is that the traffic
going to the surrounding outlets is likely to block the
(alrcady hcavy) traffic going to the hot spot, making it
even ‘hotter’. The partial conncction approach can be
used here as follows. Abandon the two outlets
surrounding the hot spot, thus reducing the blocking of
the tralfic going to the spot.

Although it is theorctically possible to implement
partial connection at any amount, practically the amount
of 0.5 secms 1o be a rcasonable upper bound. A lower
amount than this would neccessitate using a BB network
other than that of twice the size. This in turn would 1)
raisc the cost of partial connection to more than double,
and 2) introduce delays more than one stage-time. We
examined closcly the case when partial connection is
implemented on both sides at the amount 0.5 .

Finally, although this paper focuses on the BB
nciwork, its findings are applicable to all types of banyan
network, and even many other interconnection networks.

Appendix

Given P and R for an nxn swilching nctwork,
crossbar switch or banyan network, one can evaluate the
bandwidth, BW, for the nctwork. The course of the
cvaluation differs according to which one of two
operation modcls is used : the generalized model or the
cquiprobable modcl. Below we will show how the
bandwidth is cvaluated under both models.

The Generalized Model :

It is the gencralized model [9] that we use in this
paper to analyze the performance of PC nctworks. In this
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modcl the elements of the load vector P are arbitrary,
and so are the elements of the reference matrix R (with
the constraint that each row in R should sum to unity).
Our aim is to find the bandwidth BW.

Let a stage input or ouput be called active if it carrics
an outlet access request from a given source (i.c., if it
forms an end point to a partially cstablished path). Let us
define for each input i of a given stage L an activity
vector, P/, where the jth clement of this vector, P/ i
represents the probability that input i will be active due
to source j. The probability that the input is active is just
the sum of all the clements of this vector. Note that the
activity vector for any first stage input i contains only
one nonzero element, cqual o p ;.

In a similar manncr, let us define for cach stage
output i an activity vector, P "l., with details like above.
Now, if we can find P'”/, then we can sum its clements
to find the probability that outlct i is active. Then we can
find the average number of active outlets, divide it by
the maximum possible such number, hence find the
bandwidth. The problem now is how to find P L/ »-This
problem can be solved as follows.

First, from the activity vectors of the inputs of the
first stage, which arc obtaincd from P as mentioned
above, we gencrate the activity vectors of the outputs of
that stage. And from the activity vectors of the outputs
of the first stage, wec gencrate the activity vectors of the
inputs of the sccond stage. If we carry out this activity
vector generation process, rccursively, until the final
stage, we end upAwith the activity vectors for the ouputs
of the last stage, P/, .

The problem is now reduced to finding a means to

1. generate the activity vector of some ouput of a given
stage, given the activity vectors of the inputs of that
stage .

2. gencerate the activity vector of some input of a given
stage, given the activity vectors of the outputs of the
previous stage .

The second gencration process is casy. After
obtaining the activity vector for a given stage output,

assign it to the next-stage input connccted to this output.

The first gencration process is somewhat involved.
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To illustratic how it is performed, consider a typical
switch in somc stage. In the four equations below we
will usc the Ictter u to denote the word upper and the
Ictter 1 to denote the word lower (do not confuse this 1
with that which dcnotes the stage number). These
cquations will specify a certain input or output of a
switch, but can bc adapted casily (by symmetry) to the
other input or ouput of that switch .

Supposec we know, say, I;gk the probability that the
lower input is active due to source k, then we can find,
say, Py, the probability that the upper ouput is active due
to this source, as .

i\)uk = Igu,l ifks

Pe
where 131 is the probability that the lower input is active,
and Igu,l is the probability that the upper output will be
active duc to a conncction from the lower input. The

former probability is just .

l?'z = ; Plk
where the summation is run over all the sources having
access to the lower input. The latter probability is just .

Doz =Pu_u(1-D,_u)+0.5puuD,,

where P, , is the probability that the upper input
attcmpts a connection to the lower output.

This probability is obtaincd as

= Z'e,!;r‘
Pa-e = 2, P, X504,
icd, YjeBr

where 2, is the sct of all sources having access to the
upper input, and Pu; is the probability that that upper
input becomes active due to source i, and by is the set of
all outlets accessible from the lower output, r; is the
probability that surce i requires connection to outlet j,
and B is the set of all outlets accessible form the two
swilch outputs.

Now, we statc the above procedure algorithmically,
Let £ denotes the stage number, with £ = O for the stage
to which the inlcts are connccted and € = L — 1, for the
stage to which the outlets are connected, where L = log n
is the number of nctwork stages. Additionally, let.

LY

«a¢ =setof all inlcts having access to input i of stage £

~ =

«ai =sctof all inlets having access to ouput i of stage

Al ~¢ ~
¢ Clearly, a; =, Uazw2J+1

.
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-f)f =sct of all outlets accessible from outputi of
stage [.

B £ = set of all outlets accessible from the two outputs
of the switch of which i is an ouput. Clcarly,

[4
B = b 2 {i/2) Ub2|_1/2_]+1

« P ‘= probability that output i of stage ¢ is active.
Clearly p Ll = i)i ,foralli.

®
!
[

probability that input i, of stage ¢ trics
to conncct to butput j of the same stage. Note
that P{_; =0 foriand jsuch that 2i/2]=2
Lirzl.

* P = probability that input i, of stage ¢ becomes
busy active duc to a conncclion to inletj.
Clearly, p ¢ =zje?fﬁitj, foralli.

«P% = probability that output i, of stage ¢, becomes
active duc to aconncction 10 inlct j. Note that
pj =Oforje af. Clearly,pf= 2 ;c3¢Pf,
foralli.

. P1 j = probability that output i, of stage ¢, is connected
to input j of that stage. Clearly,
pi= Zjegi pf;, forall £andi.

Now the procedure is as follows
procedure Bandwidth - Generalized (P,R,n, L)

begin
fori—~QOton - 1 do { initializc vectors }
if i =j then P,,(— Pi

clse pi i< 0

adei.

forl< OtoL-1do {for each stage of the nciwork)
fori< Oton-1do (for cach input or output, as
appropriate, of current stage } { build the sctsaf b ¢
and B £)

A e Ay Va5,

ifimod2=0thenb ¢ { {Lilij" mod n,U/;J" mod n+
1 L1/2Jn

Lis2)n _n_ Lis2la

c n
else b;,(——( Y modn+2‘+1 VT m{odn+—2l+1
Li/2)n n
e g modn+-2-;—-1}

A l ~y
B feb5um UbS .,

je 2Lif24 {point at upper input or output as appropriate,
of current switch} {now calculate probabilitics}

¢ p¢ ﬂ_y
Pi <_' Z 1z Al
JEBJpaz

¢ ¢
Pi-j+l(_1_pi.j

f)ij('°l ( pJ+1‘ )+05pj—1p1+1—1

pizj+1("pf+1—iqf 1+5p pj+1 i

for each k € @¢do {build half the activity vector of
outputi}  _,
~¢ Ay Pik
Pix¢ Pi,j T~

Pj

for cach k € a},,do {build other half of the activity
vector of output i)

3
pJ+1k

l\
plk px]+1 ~ e

p_|+l

while 1< L-1 do {export vectors of current output to
connccted input of next stage} k ¢ ( 2i +L % J )mod n
{first find that input using perfect shuffle function}
pét! 6fJ {then export the activity vector to next
stage}
at}'« af; (and also export the sct of accessible inlets}
pi e Zje; L piLj'1 {find probability that outlet i is
active)

end

Now, using the probabilitics ll;f‘l we can find the
probability P ( x ) that x outlets, 0 £ x < n, is active. This
is donc by considering all the ( § ) combinations in which
x outlets are active. From this we can find the average of
X, which when divided by the maximum number possible
of active outlets gives the bandwidth BW . That, is,

2 exp®

min(xin,x

BW =

o

where  x;,, X, arc the fraction of terminals
connected on the inlet and outlet sides respectively.

The Equiprobable Model

In the special case when all the sources are
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statistically identical, and all the destinations are cqually
likely to be rcferenced by an active source, the
calculation of the bandwidth is grcatly simplified [10].
In this mode, called the cquiprobable model, the
elements of the load vector are identical, and so arc the
elements of the reference matrix. That is, py=p, = ... =
Poa=pandry= ry =...=r,,,,=1/n

Under this model the bandwidth of an
intcrconnection network is just the probability that an
outlct is active. For an n x n crossbar, the bandwidth is
obtained by the expression

BW =1-(1- L)

The reasoning for this expression is as follows. The
probability that an outlet is referenced by a given inlet is
—:— . Thus the probability that the outlet is not referenced
by any inlet is (1- 2 Y. The complement of
this probability represents the probability that the outlet
is referenced by at lcast one inlet, which is the
probability that thc outlet will be aclive, i.e. the
bandwidth.

For an n x n BB nctwork, we find the bandwidth as
follows. First, we find the probability that the output of a
typical SE in the first stage is active, using the crossbar
expression. This probability is then considered as the
probability that an inlet to the second stage is active. By
applying the crossbar cxpression again, we can find the
probability that an outlet of the second stage is active,
hence an inlet to the third stage is active. Repeating this
procedure recursively, we can find the probability that a
network outlet is active, i.e. the bandwidth.

To state the above procedurc algorithmically, let p ¢
denote the probability that an inlct to stage £ is active,
and p ¢ the probability that an outlet of stage £is active.

procedure Bandwidth - Equiprobablel ( p, L)

begin

{ initialization }

P’ «p

for £« 0to L -2 do { for cach stage, cxcept the last } .

a =t
Pel--53)

el ﬁ ¢ {export output probabilitics to be input to

next stage} .

end
Now,

SL-1

BW =1-(1- P—z—)Z.
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